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ABSTRACT
What makes a quality-diversity (QD) algorithm effective? This ques-
tion is increasingly studied as such algorithms gain in popularity.
Recent work on Novelty Search linked its efficiency to the evolution
of a population under a dynamic selection pressure defined by the
novelty metric, which allows the population to converge to highly
evolvable individuals, on which spending the evolutionary budget
allows to navigate the behavior space. MAP-Elites, another popular
QD algorithm, does not use an explicit population, instead sampling
the parent population directly from the behavioral archive at each
generation. This sampling can be uniform, or biased according to
criteria such as curiosity, which favor individuals that previously
generated successful offsprings. In this article, we show that such
improved selection schemes are efficient because they create a dy-
namic pseudo-population that mimics the desirable qualities of a
Novelty Search population. We do this by proposing another sim-
pler selection scheme, youth, that simply focuses the evolutionary
budget on such a dynamic pseudo-population, and by showing it
exhibits similar behavior and performance as curiosity without
explicitly selecting for previously successful parents. This has im-
portant implications for the design of future QD algorithms taking
the best of both archive-based and population-based methods.
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How do diversity algorithms achieve evolvability? The answer
varies, as those algorithms can be categorised into two main ap-
proaches depending on if their parent selection process rely on a
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population or on a much larger archive of solutions. Population-
based approaches based on Novelty Search (NS) [4] follow the
principles of most other evolutionary algorithms, with a fixed-size
set of individuals engaged in a variation and selection loop. The
selection process is driven by a novelty objective measuring how far
a solution is from previously evaluated ones in a behaviour space.
By contrast, in archive-based approaches like MAP-Elites (ME) [7],
the selection process directly relies on the archive, with the parents
individuals being directly drawn from it, and the children inserted
into it if different enough from or better than existing ones.

For population-based algorithms, evolvability has been shown
to be a by-product of the evolutionary process. In NS, an explored
solution is not novel anymore once it has been explored once –
and will be less and less novel when similar solutions will have
been explored – the ability to move rapidly in the behaviour space
is indirectly rewarded. Even in an elitist setup, older individuals
do not tend to survive for long. NS thus creates an ever-moving
population that favours individuals with a good evolvability [3].

In archive-based algorithms, it evolvability may also be a by-
product of the algorithm [5]. Since the competition is local to a
niche, individuals that invade new niches have no competitors and
thus more chances to survive and generate offsprings, resulting in
another indirect pressure towards evolvability. However, this model
assumes that all individuals of the increasing archive generate
new offsprings at each generation. In practice, at each generation,
archive-based algorithms draw parents from the archive using a
selection scheme (in the original ME, a random uniform selection
[7]). The consequence is that the evaluation budget is spread over
the whole archive whereas in population based algorithms it is
concentrated on a limited set of points.

Evolvability is necessary both to explore new niches and to
navigate a dynamic fitness landscape; we can therefore expect it
to be promoted by both those pressures, which could be used in a
synergistic way. Both NS and ME have a dynamic fitness landscape
defined by their archive; what ME misses to take advantage of it
for evolvability is a persistent population. Note that we do not
need an explicit population distinct from the archive for this; any
parent selection scheme that selects the parent population entirely
or mostly from the parent and offsprings of the previous generation
will exhibit a similar “population effect”. A simple parent selection
scheme that meets this requirement is to select the individuals that
were added to the archive the most recently. We study the behavior
of the ME algorithm with this youth selection scheme as well as
three other schemes from the state of the art, and investigate 1)
which selection schemes exhibit a “population effect” and 2) if this
“population effect” is correlated with efficient exploration.
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We studied four variants of the popular ME algorithm [7] differ-
ing only by the parent selection scheme used. We used the random,
pseudonovelty and curiosity schemes, which correspond respectively
to the grid_random, grid_novelty and grid_curiosity variants from
[2], and our youth variant where the parents are the 𝑁 individuals
which were the most recently added to the archive. We also ran the
NS algorithm from [4] as an exploration-only baseline.

The algorithms were evaluated in two simulated robotics tasks:
Fastsim-16x16, a mobile robotics exploration task in a maze using
the Fastsim 2D simulator [6], and PyBulletAntDeterministic, a loco-
motion task using a four-legged walker in an empty 3D world [1].
In both cases, the behavior space was the final position of the robot,
and quality was based on minimizing motor commands.

Each variant ofME and the NS baselinewere run 20 times on each
task. In order to fairly compare NS to ME methods, we considered
the coverage of the set of all the generated offsprings..
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Figure 1: Coverage and mean quality in the archive for the
four considered MAP-Elites variants and the NS baseline.

The coverage and quality results (fig. 1) show good performance
for the youth variant and are consistent with the existing litera-
ture [2] for other algorithms. As expected, the pure exploration NS
algorithm shows quicker coverage growth. Average quality mea-
sures are similar between ME variants, with the exception of the
pseudonovelty variant which performs significantly worse.

Figure 2 shows the mean curiosity and age metrics on the se-
lected parent set for each of the ME variants. The curiosity metric
shows that the youth and curiosity variants have similar behaviors.
This means the youth variant selects and generates high-curiosity
individuals as well as the curiosity variant which explicitly selects
individuals with the highest curiosity. The age metric again high-
lights the similarities between the youth and curiosity variants.
Although the youth variant unsurprisingly selects the youngest
individuals, the curiosity variant is close. This hints at the curiosity
variant also exhibiting a “population effect”, with the parent set
being dynamically renewed with the recently added offsprings.

The curiosity variant is shown to behave similarly to the youth
variant. This is because the curiosity score is set to zero in new
individuals, and at each generation, the parents’ curiosity increases
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Figure 2: Mean value of the curiosity and age metrics on the
parent set for the four considered ME variants.

or decreases depending on if their offspring is successful or not.
Since the proportion of successful offsprings is often less than
10%, most parents quickly reach a negative curiosity value (see
Fig. 2). Therefore, the successful offsprings overperform most older
individuals on the curiosity metric with their score of zero, and the
parent set is partially renewed with the successful offsprings, as in
the youth variant. We can therefore at least partially explain the
performance of the curiosity variant to this “population effect”.

We therefore propose the youth selection scheme as a simpler
alternative to curiosity which performs similarly. Some more elab-
orate QD algorithms exploiting this “population effect” could be
designed, combining it with some other criteria such as novelty or
pseudonovelty, which are not sufficient to promote evolvability but
have other interesting exploration properties.
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