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1 EXPERIMENTAL ENVIRONMENT
The environment used for the experiments is the 2D map in the
Fig 1, where the agent is represented by the capital letter A, the
interactive objects within the environments are given as lower case
letter a, b, c, d, e, f, g, h, and the X represents the border of the map.
This map is shown is Fig. 1.

1.1 Action and Observation space
Each agent has a set of actions comprised of all the possible move-
ments within the world A = {Up, Down, Left, Right, Wait}. The illegal
action (i.e. move to the outside of the world) will be interpreted as
wait.

The state space is a discrete grid, where the feature vector is
given as the manhattan distance between the agent and each object
on the map. That is, given an environment with 𝑘 objects, we will
have a state vector of length 𝑘 with each element of it as a distance
measurement between one object𝑦 and the agent𝐴. Mathematically
this distance is given as 𝐷 (𝐴,𝑦) = ∑𝑛−1

𝑖=0 |𝐴𝑖 − 𝑦𝑖 |, where 𝐴 and 𝑦
here are the position vector (e.g., x and y in Cartesian coordinates)
of the agent and the object respectively.

2 SPECIFICATIONS
The experiments consist of 2 set of different specification types:
sequential [1] and interleaving [23]. The former requires the agent
to perform the tasks in a specific order while the second has a more
flexible order. The original sets are proposed in [1, 23], which are
comprised of ten specifications of different length for each cate-
gory. Here, we include 8 additional specifications for the sequential
specifications, and the interleaving specifications remain the same.

The atomic events or properties that the agent can trigger in
the environment are described by set 𝑃 = {𝑔𝑜𝑡_𝑤𝑜𝑜𝑑,𝑔𝑜𝑡_𝑔𝑟𝑎𝑠𝑠,
𝑢𝑠𝑒𝑑_𝑓 𝑎𝑐𝑡𝑜𝑟𝑦,𝑢𝑠𝑒𝑑_𝑡𝑜𝑜𝑙𝑠ℎ𝑒𝑑, 𝑔𝑜𝑡_𝑖𝑟𝑜𝑛,𝑢𝑠𝑒𝑑_𝑤𝑜𝑟𝑘𝑏𝑒𝑛𝑐ℎ,𝑢𝑠𝑒𝑑_𝑎𝑥𝑒
𝑢𝑠𝑒𝑑_𝑏𝑟𝑖𝑑𝑔𝑒}. On top of these, we build specifications in co-safe
LTL. We define different goals for the agent based on the tasks to
perform, where each task is associate with one event. For instance,
the following formula intuitively specifies the construction of a
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Figure 1: Environment map for the experiment

lever in co-safe LTL with sequential specification:

𝜑𝑙𝑒𝑣𝑒𝑟 = ♦(𝑔𝑜𝑡_𝑤𝑜𝑜𝑑 ∧ (♦(𝑔𝑜𝑡_𝑖𝑟𝑜𝑛 ∧ ♦𝑢𝑠𝑒𝑑_𝑓 𝑎𝑐𝑡𝑜𝑟𝑦)))

Some specifications can be also specified in an interleaving man-
ner. For instance, in formula 𝜑𝑙𝑒𝑣𝑒𝑟 the order of collecting wood
and iron is fixed, but this order can be relaxed to first collecting
either wood or iron:

𝜑𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 = ♦(𝑔𝑜𝑡_𝑤𝑜𝑜𝑑) ∧ ♦(𝑔𝑜𝑡_𝑖𝑟𝑜𝑛)

Informally, we say that formula 𝜑𝑙𝑒𝑣𝑒𝑟 has length 3, because
it involves three different tasks, at three different steps. The full
specifications set can be ranged from length two to seven. For each
specification, we train one network except for LPOPL where each
task in the specification requires one network and the final specifi-
cation is solved jointly by the equivalent amount of networks as the
length of the specification. The full details of these specifications
are included in the supplementary material (Sec. 2).

2.1 Sequential specifications
The original set of sequential specifications [1] is comprised by
four specifications of length two (which involve two tasks), one
specification of length three, four specifications of length four and
one specification of length five.

The specification are given in the format of 𝜑 = ♦(𝑎 ∧ (♦𝑏)),
for the simplicity we will list it as 𝑎𝑏. Following by the same logic,
the inital set is: {ab, ac, de, db, fae, abdc, acfb, acfc, faeg, acfbh}. We
include also the set: {acf, defe, fcac, dbca, aefe, acfba, acfca, fbacb}.

2.2 Interleaving specifications
In this setting, we use the interleaving specifications proposed
in [23]. The whole set is comprised by four specifications of length
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two, two specifications of length four, two specifications of length
five, one specification of length six, and one specification of seven.

The specification is given in the format of 𝜑 = ♦𝑎𝑏 ∧ ♦𝑏𝑐 , where
the order of performing 𝑎𝑏 and 𝑏𝑐 is not a requirement but rather
flexible. As for the previous case, wewill list it as𝑎𝑏-𝑏𝑐 for simplicity.
Following by the same logic, this set is made of: {ab, ac, de, db, ae-fe,
dc-abc, fb-acb, fc-ac, fbh-acbh, aeg-feg}.

3 HYPER-PARAMETER SETTING
While LPOPL uses one network per task within the specification, all
the other approaches use one network per specification. The imple-
mentation of A2C uses the independent actor and critic networks
with 3 layers and 128 neurons for each network. The hidden layers
have ReLU activation, and we use softmax for the actor-network
and ReLU for the critic. We use an entropy term of 0.01 and a learn-
ing rate of 0.0005. The setting of LPOPL is the same as proposed
in [23], but the reward is given to all the networks only at the end.
As mentioned in the main text, this reward system reduces the
performance, but in practice, this method has lesser restrictions for
real-world application, i.e., we do not need online access a global
oracle. The pure genetic algorithm has the same setting as the EA
part of GEATL which is specified in the Sec. 3 of the main text. For
ERL [12], we use the new discrete action version released by the
authors as the original version is only available for the continuous
action space. All the setting remain the same as proposed by the
author except the number of populations and the size of the batch
are reduced to 10 and 64 respectively. In GEATL, the gradient-based
learner uses the same setting as the standard A2C [? ], and at each
generation, we train it using 104 steps. For all the EA-approaches,
we use a population of 10 individuals.

For the specifications that use 300 episodic steps during training,
we train the A2C for 106 steps in total, while for the ones that use
500 episodic steps, we use 108 steps. Same apply for the LPOPL. For
the EA-based approaches, we use instead number of evolutions to
better measure the performance as we discussed in the main text.
For the sequential setting that uses 300 training episodic steps, we
use 500 evolutions, while for the case of 500 training episodic steps,
we use 1000 evolutions. For interleaving set, that we remain 500
evolutions for both 300 and 500 episodic cases.

4 EXPERIMENTAL RESULTS
This section shows the performance of GEATL during the training
phase. In the main document, we show the final result in terms of
median and its corresponding IQR for each group of specifications
(where the same group members have the same length of specifi-
cations). Here, we show the test score using the median, the 25th
percentile and the 75th percentile for each group. These results are
obtained after every generation of training.

4.0.1 Sequential specifications. Under this category, we show the
results of 4 different groups: specifications of length two (Fig. 2),
length three (Fig. 3), length four (Fig. 4) and length five (Fig. 5).

From the graphs, we can observe that the specifications with
a lesser number of tasks in involved have a smaller interquartile
range. This is mainly caused by the fact that the specifications are
easier to solve and the optimal average results (episodic reward) for

Figure 2: Episodic reward for the EA-based population for
sequential specifications of length 2.

Figure 3: Episodic reward for the EA-based population for
sequential specifications of length 3.

Figure 4: Episodic reward for the EA-based population for
sequential specifications of length 4.

the specifications of the same group are often similar which give a
smaller interquartile range value.

4.0.2 Interleaving specifications. Under this category, we show the
results of 5 different groups: specifications of length two (Fig. 6),
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Figure 5: Episodic reward for the EA-based population for
sequential specifications of length 5.

length four (Fig. 7), length five (Fig. 8),length six (Fig. 9) and length
seven (Fig. 10). As we are not imposing a strict order to performing
the tasks within the specification, we can observe that the agent
can solver specifications of longer length. As we are giving a lesser
number of generation for harder setting (i.e. 500 episodic steps for
training and 300 training step for testing), the convergence to the
optimal results is slower and the interquartile range is wider than
other groups.

Figure 6: Episodic reward for the EA-based population for
interleaving specifications of length 2.

Figure 7: Episodic reward for the EA-based population for
interleaving specifications of length 4.

Figure 8: Episodic reward for the EA-based population for
interleaving specifications of length 5.

Figure 9: Episodic reward for the EA-based population for
interleaving specifications of length 6.

Figure 10: Episodic reward for the EA-based population for
interleaving specifications of length 7.
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