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ABSTRACT
Finding efficient production schedules for automotive paint shops
is a challenging task and several paint shop problem variants have
been investigated in the past. In this work we focus on a recently
introduced real-life paint shop scheduling problem appearing in
the automotive supply industry where car parts, which need to be
painted, are placed upon carrier devices. These carriers are placed
on a conveyor belt and moved into painting cabins, where robots
apply the paint. The aim is to find an optimized production schedule
for the painting of car parts.

In this paper, we propose a memetic algorithm to solve this
problem. An initial population is generated, followed by the con-
stant evolution of generations. Selection, crossover, mutation, and
local improvement operators are applied in each generation. We de-
sign three novel crossover operators that consider problem-specific
knowledge. Finally, we carefully configure our algorithm, including
automated and manual parameter tuning.

Using a set of available real-life benchmark instances from the
literature, we perform an extensive experimental evaluation of
our algorithm. The experimental results show that our memetic
algorithm yields competitive results for small- and medium-sized
instances and is able to set new upper bounds for some of the
problem instances.
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• Computing methodologies → Search methodologies; Ran-
domized search; Planning and scheduling;
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1 INTRODUCTION
Each day, large amounts of synthetic material pieces need to be
painted in the automotive supply industry’s paint shops. As the
process of painting is costly and time-consuming, the industry’s
paint shops are highly automated. Material pieces are placed on
carrier devices, which in turn are placed on a conveyor belt. The
carrier devices are moved to painting cabins, where several painting
robots paint the materials.

Usually human planners are constructing the production sched-
ules for such problems. However, due to the long planning horizons
and the tight due dates as well as a lot of other constraints, it takes
a lot of time for human planners to create the schedules, and they
are normally not able to find optimal solutions in practice. There-
fore, there is a strong need for automated approaches to generate
effective schedules for this challenging problem.

In the literature this scheduling problem has recently been in-
troduced in [22], and is called the Paint Shop Scheduling Problem
(PSSP). It is a complex combinatorial problem, and the decision
variant of the problem was shown to be NP-complete in [21].

The PSSP imposes a number of constraints in addition to due
dates. Those include a limited amount of carrier devices, forbidden
color and carrier sequences, limited capacities, and minimum and
maximum block sizes for carriers of the same type. The combined
complexity of these constraints separates the PSSP from other au-
tomotive scheduling problems. The PSSP has a cost function that
combines two main objectives - the number of color changes in
the production sequence and the number of carrier device changes
between production cycles should both be minimized.

Recently, approaches to solve the PSSP have been proposed
in [22] and [21]. An exact approach from [21] has shown to work
well for small instances and could provide several optimal solutions.
For large instances optimal solutions are still unknown. However,
heuristics can generate feasible solutions in a reasonable time - [22]
achieved good results with simulated annealing.

In this paper we investigate memetic algorithms [13] for the
PSSP. Memetic algorithms have been successfully applied to other
scheduling problems (e.g. [1, 10, 11, 20]). However, to the best of our
knowledge, the PSSP has not been tackled with memetic algorithms.

The main contributions of this paper are:
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• We design and implement a memetic algorithm for the PSSP
and propose three novel crossover operators as well as dif-
ferent population construction strategies. The algorithm is
highly parameterizable, which helps in evaluating the perfor-
mance of the different construction strategies and memetic
operators.

• We experimentally evaluate the algorithm’s performance
on problem instances from the literature. Via automated
and manual parameter tuning we optimize our algorithm’s
performance and further analyze the impact of different
algorithm parameters.

• We compare our algorithm’s results with results produced
by state-of-the-art approaches. An experimental evaluation
shows that our method produces competitive results for
many problem instances and can improve upper bounds for
some of the real-life instances.

2 THE PAINT SHOP SCHEDULING PROBLEM
In the automotive supply industry’s paint shops, a large number
of car parts need to be painted each day. As a paint shop usually
supplies different car manufacturers, many different car parts have
to be painted, such as engine covers, bumpers, and wheel rims.
Just-in-time manufacturing [17] is a commonly used concept in the
car industry, which forces suppliers to adhere to tight due-dates.
Therefore, the main goal of the PSSP is the construction of feasible
production sequences which fulfill all due dates.

During production multiple car parts are transported on carry-
ing devices that automatically move through the paint shop on a
circular conveyor belt system. Because of the paint shop’s circular
layout, the schedule is organized in rounds (a round refers to the
processing of a set of carriers on the full conveyor belt cycle). A
carrier may transport well-defined combinations of raw material
parts which are loaded by paint shop employees at the beginning
of each production round. Then, carriers are moved to the painting
cabins, where the raw material parts are painted by several paint-
ing robots. After the carriers return from the painting cabins, the
finished parts are unloaded by paint shop employees. The empty
carrier may then be removed from the conveyor belt system, or can
be reused for the next production round where it is reloaded with
new raw material parts.

A paint shop schedule can be represented in tabular form, where
columns are rounds, and table cells represent carrier type, carrier
configuration, and the proposed color. Figure 1 depicts a simple
example schedule.

The example schedule shown in Figure 1 consists of three consec-
utive rounds (R1, R2, R3). Round R1 schedules 5 carriers of different
type, color, and material configurations. The first and second carrier
in round R1 are carriers of type A that use a light gray color and
material configuration 1. The third carrier uses the same type and
color, but assigns material configuration 2. Finally, the carriers at
positions 4 and 5 in round R1 are of type B, use a dark gray color
and material configurations 1 and 2. Similarly, rounds R2 and R3
also schedule a sequence of 5 carriers, but here different type, color,
and material configurations are used.

The PSSP has a cost function that combines two main objectives
- to minimize the number of color changes in the carrier sequence

R1 R2 R3 . . .

1 a a a . . .

2 a a a . . .

3 a a a . . .

4 a a a . . .

5 a a a . . .

A1

A1

A2

B1

B2

A2

A2

C1

B2

B3

C1

C2

C3

B1

B2

Figure 1: A PSSP schedule in tabular form for three rounds
(see also [22]).

and the number of carrier device changes between two consecutive
rounds. The practical benefit of these objectives is to reduce waste
and save costs. A good schedule should group requests with similar
colors to reduce costs. Besides, it is preferential to keep the number
of carrier changes between rounds as low as possible, since theymay
lead to delays in the schedule. Therefore, as many carrier devices
as possible should be reused, but if necessary carrier devices can
also be inserted and removed between consecutive rounds. The
maximum amount of reusable carriers between consecutive rounds
is determined by the longest common subsequence [6] of the two
associated carrier sequences, as exactly those carrier types which
are appearing in a longest common subsequence can be reused.

2.1 Hard Constraints
Feasible paint shop schedules have to fulfill several hard constraints:

• All demands must be satisfied within time (overproduction
is allowed).

• Carrier availability must be respected in each round.
• The minimum and maximum number of carriers per round
must be fulfilled.

• Minimum and maximum carrier block length restrictions
must be fulfilled (a carrier block refers to a group of consec-
utively scheduled carriers that use the same carrier type).

• Forbidden carrier sequences must not appear in the schedule.
• Forbidden color sequences must not appear in the schedule.

2.2 Objective function
The PSSP’s objective function (Equation 1) combines two minimiza-
tion objectives which aim to minimize the number of color change
costs (𝑐𝑐) and carrier changes (𝑠𝑐). Each round’s color change costs
(𝑐𝑐𝑟 ) and carrier changes (𝑠𝑐𝑟 ) are squared, to balance the required
changes over the scheduling horizon. This is done to avoid peaks
of such changes within a single round, which could lead to delays
in the schedule.

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
∑
𝑟 ∈𝑅

𝑠𝑐2𝑟 +
∑
𝑟 ∈𝑅

𝑐𝑐2𝑟

with 𝑅: set of rounds.
(1)

During the search we also consider infeasible solutions. However,
for each violation a cost penalty equal to the upper bound of the
objective value is added.
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3 RELATEDWORK
The PSSP was introduced in [22], where the authors additionally
proposed a metaheuristic approach based on local search to solve
the problem. Their approach utilizes a simulated annealing-based
move acceptance function which takes the search progress into
account and additionally uses a tabu list to prevent the selection of
recently performed moves. The authors further proposed a greedy
construction heuristic to generate initial solutions for the meta-
heuristic approach and provided a set of 24 real-life benchmark
instances. Experiments showed that the overall best results were
achieved with the following combination of techniques: The initial
solution was greedily created and passed to simulated annealing,
where the neighborhood was built via a min-conflicts heuristic.
This approach was able to find feasible solutions within a time
limit of one hour even for the largest benchmark instances. An
exact method using constraint programming (CP) for the PSSP was
proposed in [21]. This approach works well for small instances,
and has been able to find optimal solutions for several benchmark
instances. However, the proposed exact methods were not able to
solve any of the larger instances within a runtime limit of 6 hours.

While the PSSP has just recently been introduced in the liter-
ature, many previous publications investigated other production
scheduling problems from the automotive industry. The Car Se-
quencing Problem (CSP) is a related problem, where cars have to
be sequenced along the production line, fulfilling a number of
constraints. This problem also tackles the minimization of color
changes. The CSP is a popular problem in the literature, and has
been tackled with different approaches, like CP (e.g [3]), integer
linear programming (e.g. [14]), ant colony optimization (e.g. [5])
and a follow-up sequencing algorithm (e.g. [2]). An overview of
state-of-the-art methods for this problem is given in [15].

Authors of [16] also deal with the sequential ordering in automo-
tive paint shops. The objective of the presented problem is to maxi-
mize the average color batch size. They present a branch&bound
algorithm to solve the problem. Another work in [18] focuses on
reducing energy consumption in the automotive production pro-
cess by optimizing schedules. The proposed problem aims to reduce
energy consumption over peak demand periods on a group of pro-
duction lines of an automotive factory, while also obeying time
and resource constraints. An evolutionary algorithm is proposed to
solve the problem, which is starting from a population of random
schedules and applies local transformations to create offspring. The
best individuals of the union set of parents and children are then
selected for the next generation.

In [4] the Master Production Scheduling Problem (MPS) is consid-
ered in the context of the automotive industry. The customization
of final products in the automotive industry involves large numbers
of optional parts, which leads to a huge variety of operation times
at the various stations of the assembly line. The authors develop a
mathematical model formulation for the MPS and propose several
heuristic solution procedures to solve this problem, which focus on
minimizing the workload variability.

The PSSP is different from the automotive scheduling problems
discussed above since it does not deal with the manufacturing of
complete cars, but rather with individual car parts which need to be
grouped and placed on carrier devices. Furthermore, it uses a unique

quadratic objective function, which takes the whole scheduling
horizon into consideration and punishes peaks in color and carrier
device changes.

4 A MEMETIC ALGORITHM FOR THE PAINT
SHOP SCHEDULING PROBLEM

In this section we propose a memetic algorithm for the PSSP where
we represent a solution by a sequence of rounds (see Figure 1). A
solution’s chromosome is symbolized by a vector for each round,
with it’s length equal to the number of carriers scheduled this
round. Each element of the vector is an identifier, which represents
a carrier configuration and color code combination.

4.1 Crossover Operators and Memetic
Representations

Crossover operators are an essential part of population-based algo-
rithms andmay have a significant influence on the solution’s quality
(hereinafter called fitness). Finding effective crossover operators
for the PSSP is not a trivial task, since partial solutions (memes)
cannot be evaluated individually because of several reasons:

• Costs caused by a single round or a group of rounds cannot be
calculated without also considering the neighboring rounds.
This is because the costs depend on the differences between
the carrier sequences from two consecutive rounds.

• Demands and due date constraints must be fulfilled as they
are hard constraints. As the carrier devices associated to
a demand may be distributed over the whole schedule, we
cannot evaluate constraint violations for partial solutions.

• All constraints must be evaluated over the boundaries of the
schedule’s rounds. A round could, for example schedule a
carrier of type 𝐴 at its last position and thereby cause that
the next round cannot start with a carrier of type 𝐵 if 𝐴𝐵
is a forbidden carrier sequence. In other words, the rounds
are just a way of dividing the whole schedule, but cannot be
viewed independently.

• Rounds do not have a fixed size; their size only has to be
within a certain range. When evaluating partial solutions,
smaller rounds usually have fewer constraint violations and
lower costs than larger rounds.

These points make it difficult to evaluate and improve memes.
Thus, for the first two crossover operators (vertical and horizontal
crossover), full solutions are evaluated and selected as parents. We
also do not improve the memes during the local search phase, but
instead improve solutions as a whole.

4.1.1 Vertical Crossover. For this crossover operator rounds are
taken from two parent solutions to create a child solution. The
solutions are then cut in vertical direction and a meme is one round
of the solution. Whether a round is taken from parent𝐴 or parent 𝐵
is decided randomly. Figure 2 depicts an example of such a crossover.

This crossover operator’s main idea is to introduce an operator
that - while as simple as possible - still performs well. The operator
uses one of the problem’s natural units - the round - as its memes.
A round is neither too big nor too small to be a meme and carrier-
as well as color sequences are preserved. Furthermore, the round
capacity constraints (too few/too many carriers in a round) or the
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Figure 2: Vertical crossover.

Figure 3: Horizontal crossover.

carrier device availability constraints (too many carriers of a type
are used in a round) are not violated. Since we are merging rounds
of different solutions together, some of the problems mentioned at
the beginning of Section 4.1 can occur - such as higher costs due to
carrier sequences of successive rounds or hard constraint violations
(demands, carrier device sequences, etc.).

4.1.2 Horizontal Crossover. This crossover operator cuts the solu-
tions in horizontal direction. Two parent solutions are taken, cut,
and a child solution is created by merging the pieces together.

First, the solution is split into round blocks of length 𝑙 : 𝑙 ∈
[log3 𝑅, log2 𝑅], where 𝑅 is the number of rounds in the instance.
We choose a logarithmic block size since the number of rounds
can vary a lot between the instances. If we have an instance with
just a few rounds, we still want to have a few cuts. However, for
a problem instance with ten times as many rounds, the amount
of cuts should not grow by a factor of ten. Instead, we want the
number of blocks - and thus the number of memes - to be more
consistent for different instances.

For each of these round blocks, a horizontal cutting point ℎ is
chosen randomly from the interval ℎ ∈ [𝑟 ∗ 0.25, 𝑟 ∗ 0.75], where 𝑟
is the minimum round length, i.e. the minimum number of carrier
devices allowed per round. A meme is equivalent to one of the
halves of such a block. The cutting point ℎ is chosen from this
interval to obtain blocks of various sizes, while at the same time
avoiding blocks consisting of just a few carrier devices. Figure 3
illustrates a horizontal crossover.

This crossover operator aims to keep carrier change costs be-
tween consecutive rounds low, since those are vital for a solution’s
fitness. The blocks ensure that we have a longer sequence of con-
secutive "half" rounds, thus helping us to achieve this goal. Many
constraints, like the min/max block constraint or the forbidden
color/block sequence constraint, depend on the sequence of blocks.
The color costs also depend on the block sequence. Those con-
straints/costs suffer from switching between solutions, which oc-
curs now twice as often compared to the vertical crossover. Again,
since we are merging different solutions together, some of the prob-
lems mentioned at the start of Section 4.1 may occur.

Figure 4: Cost and demand crossover.

4.1.3 Costs andDemandCrossover. This crossover operator ismore
complex than the two crossover operators described above. The
first difference is that the number of parents is not fixed at two, but
is arbitrary (> 2). The second difference is that we conduct local
search to repair the solution at the merging point.

There is one base parent solution. Blocks of rounds are chosen
from different other parent solutions replacing those rounds in the
base solution - those are the memes. Between the selected blocks
must be a buffer zone. This buffer zone consists of rounds of the
base solution and has a minimum size of one round. The size of the
blocks is randomly chosen from the interval [log3 𝑙, log2 𝑙], where
𝑙 is the instance length. It’s the same block size as in the horizontal
crossover, chosen for the same reasons stated there. The crossover’s
name comes from the fact that those blocks are chosen by their costs
(color + carrier change costs) and by a score of demand fulfillment.

The calculation of a block’s costs is done in two steps. In a first
step a scarcity score is calculated for each material. The scarcity
is calculated by contrasting the demanded material amount with
the estimated amount, which can be held by the available carrier
devices. Eventually, we have a score for each material, which is
then normalized in the interval [0.3, 1]. This score is independent of
the solution and depends only on the problem instance. Therefore
it is only calculated once.

The second step is the calculation of the demand fulfillment and
the final score for the block. The materials’ scarcity calculated in
step 1 is used here. For each of the carrier devices in the block’s
rounds, we look at the demands that this carrier device can fulfill. A
carrier device gets a higher score if it fulfills urgent demands. This
score gets divided by the material scarcity calculated in step 1. The
score for the whole block is the average of all the carrier devices’
scores. The block’s final costs are the block’s costs (color and carrier
device change costs) multiplied with the score from step 2.

After creating the child solution bymerging the base solution and
the other parent solutions’ blocks together, a special local search
operator is conducted. The operator is only allowed to manipulate
the buffer zones. There is a higher chance in these zones than in the
blocks for possible improvement since the blocks have been chosen
for their low cost. Also, when merging parts of different solutions,
constraints can easily be violated. The local search operator is
stopped if no improvement is found for 6 cycles, or if the time limit
of 1 second is passed.

5 OVERALL ALGORITHM
In this section we present all components of our algorithm includ-
ing selection, crossover and mutation, local search as well as the
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construction heuristics. Pseudo code and a detailed description of
the algorithm is given in [19].

5.1 Selection
Selection of solutions is done at different stages of the algorithm.

Selection of the elitist. The elitist is selected at the start of each
generation, by choosing the individual with the best fitness. It is
selected to survive the current round. The elitist can still be selected
as a parent for crossover operators or for mutation. Those operators
are immutable, i.e. they do not modify the parents. Thus, the elitist
will never be changed during this phase.

K-tournament selection of the individuals for crossover operators
(see [12]). Crossover operators use memes of parents to create child
individuals. To select the parents, the operator takes 𝑘 < |P | indi-
viduals from the current generation and performs a k-tournament.
The fittest individual out of the 𝑘 competitors wins, and thus is se-
lected. There are different fitness functions for the various crossover
operators - since for the cost and demand crossover blocks are com-
peting to be selected instead of full individuals. The number of
times a k-tournament is run likewise depends on the crossover
operator. For binary crossover operators, two parents are selected,
while more parents are selected for the cost and demand crossover.
The k-tournament operator is also used for the mutation operator -
where it only needs to be executed once.

Selection of the current generation’s survivors (shrinking). This
selection is only performed if the algorithm is configured to exe-
cute more crossover and mutation operators and thus create more
offspring than there are members in the initial population (N >

|P |−1). In our implementation, the population size always stays the
same. So only a certain number of created children can survive the
current generation. The best 𝑝 = |P | − 1, which are non-duplicates,
are selected for survival. If there are too many duplicates in the new
generation (> 10% of the population), we include individuals of the
old generation for survival (i.e. the parents). This is done to prevent
the population from converging towards the elitist, which would
frequently happen before introducing this change. Eventually, the
elitist is added to the new population.

5.2 Crossover and Mutation
Offspring is created by applying memetic operators to the popula-
tion, like crossover and mutation operators. Mutation is done with
probability𝑚, while crossover operators are executed with proba-
bility 1 −𝑚. The parents for the crossover operators, as well as the
individuals to be mutated, are selected via a k-tournament operator.
The value𝑚 and the probabilities for the different crossover opera-
tors are passed as parameters to the algorithm (see the experimental
section for a list of all parameters).

Our mutation operator chooses and executes a random local
search move. The randomness of the move is on purpose - it is
a move the local search algorithm would probably not make - to
promote diversity in the population.

5.3 Local Search
The local search algorithm for improving the selected individuals
is based on the simulated annealing approach proposed in [22].

Local search is conducted on a few selected individuals 𝑙 ≤ |P|
each generation. The number of individuals selected for local search
depends on the parameter 𝑖𝑙 𝑓 (individual learning frequency): 𝑙 =
|P | ∗ 𝑖𝑙 𝑓 . Child solutions are selected randomly for local search -
fitness is not taken into account. The time reserved for local search
is controlled by the parameter 𝑖𝑙𝑖 (individual learning intensity),
which is denoted in seconds.

Local search specific parameters like the simulated annealing
temperature are saved and passed to the next local search call. We
save those local search parameters since the population converges
together. For a population consisting of rather fit individuals, the
temperature thus will already be lower. If no improvements are
found for a certain amount of time, reheating is used to escape
local optima. The local search algorithm eliminates violated hard
constraints first, as for a single hard constraint violation a cost
penalty which is an upper bound to the objective value is added.

There are three neighborhood moves: insertion, deletion, and
swapping of carriers. All these moves can be done as block moves
which simultaneously modify successive carriers. The neighbor-
hood is generated via a min-conflicts heuristic where positions
involved in constraint violations are tracked. Some of those po-
sitions are then randomly selected to generate fitting moves. A
simulated annealing move acceptance function decides whether a
move should be accepted (see [8]). The temperature function also
supports reheating - a technique to escape local maxima in case no
improvements can be found for a certain amount of iterations.

5.4 Initialization
The fitness and diversity of the initial population have a big influ-
ence on genetic and memetic algorithms’ performance. There is
a trade-off between execution time, quality, and diversity when
creating the initial population. We implemented three construction
strategies which differ regarding the focus on these aims.

5.4.1 RandomConstruction. The random construction is the fastest
one of the three construction strategies. This strategy yields com-
pletely random solutions. Due to the fact that carriers and colors
are randomly chosen, population diversity is very high.

5.4.2 Random Greedy Construction. This is another very fast con-
struction strategy. Carriers and colors are again chosen randomly,
but they cannot violate some of the constraints. Carrier block size
constraints are always met, and only permitted color/carrier se-
quences are used. The diversity is again very high since we choose
carriers and colors randomly. The difference to a purely random con-
struction is that we try to avoid violations of minimum/maximum
block size and forbidden color/carrier sequences.

5.4.3 Greedy Construction. The third construction strategy is taken
from the literature ([22]). It is a lot slower than the first two - and
much more sophisticated.

The greedy construction heuristic is a two-phase algorithm. In
the first phase, the round layout is constructed. In this step, carrier
configurations and colors are assigned to the rounds, but not yet put
in sequence, while considering the problem’s hard constraints. In
the second phase, the carrier sequence for each round is determined.
Sequence constraints are taken into consideration while trying to
keep the amount of carrier and color changes low.
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Once the greedy construction terminates and yields a single
solution, we have to generate a full population from this single
solution because of time constraints - for the largest instances,
the construction can take up to 20 minutes. Therefore, for each
additional population member, we modify the yielded solution
by performing random local search moves on 3% of the carriers.
Afterwards, local search is conducted for 5 seconds to repair some
of the conflicts introduced by the modifications.

5.5 Crossover Delta Evaluation
Evaluating solutions is a task which takes a lot of computation
power. The costliest part of a local search algorithm is often the
evaluation of the new solutions. A technique to speed up solution
evaluation is delta evaluation. We can calculate the fitness of a
child solution 𝑠 by using the fitness of its parent solutions 𝑝1, ..., 𝑝𝑛 ,
some cached data structures, and information about the genetic
differences caused by the crossover or mutation operator.

Suppose we have a solution and its fitness. When applying a
move, we would normally evaluate the modified solution from
scratch. With delta evaluation, we can just evaluate the differences
in the part of the solution that has changed. If our move adds
additional carriers, we just need to consider how those carriers
affect the various constraints - which the PSSP has many of. For
example, for the delta evaluation of the demand constraint, we cache
(among others) the number of scheduled pieces until a round. The
move’s impact on the demand constraint can easily be calculated
by using this cache and information about the performed move,
thus avoiding iterating through all the solution’s rounds.

5.5.1 Full delta evaluation for crossover operators. For the local
search moves (insert/delete/swap blocks), [22] already implemented
delta evaluation. Based on their implementation, we add delta eval-
uation logic for each of our crossover operators.

One problem with this approach is that a lot of large data struc-
tures have to be cached. We also have to create a deep copy of those
data structures for new population members. This is due to the fact
that we cannot just modify one of the parent solutions and create
the child by applying the crossover operator. Parents need to be
immutable since they could be

(1) selected as a parent for another crossover operator.
(2) selected for mutation.
(3) taken over into the next round (if there are too many dupli-

cates).

For each new child solution, all the data structures need to be
copied. Creating offspring is an essential task of a memetic algo-
rithm, making this copy process very costly.

To further improve the performance of the delta evaluation, via
profiling we identified the most time-consuming constraint eval-
uators. The constraint which takes (depending on the instance)
60% to 95% of the evaluation’s runtime is the carrier change con-
straint. This is because, for this constraint, the longest common
sub-sequence between each pair of consecutive rounds has to be cal-
culated. Instead of deep copying the large data structures for each
new child solution, we just cache the costs of carrier changes per
round directly in the solution which simplifies the cost calculation.

6 COMPUTATIONAL RESULTS
In this section, we evaluate our memetic algorithm presented in the
previous section. We used a computing cluster that has 10 nodes,
each having 24 cores, with an Intel Xeon E5-2650 v4 2.20GHz CPU
and 252 GB RAM for all experiments.

6.1 Instances
The problem instances we use for benchmarking our algorithm are
taken from [22]. They provide 24 problem instances based on real
life planning scenarios of the automotive supply industry. These
instances have recently been used as benchmark instances for this
problem and are publicly available for download.1

The instances have six different planning horizons of 7, 20, 50,
70, 100, and 200 rounds. For each of the planning horizons, there
are two instances - only one of them imposes forbidden color and
carrier sequences. There are 12 big instances and 12 small instances.

6.2 Parameter tuning
As memetic algorithms are often highly parameterizable, we con-
figure many parameters for our algorithm, which may have an
influence on the solutions’ fitness. Since our algorithm is non-
deterministic, 10 stochastic runs are executed for each parameter
configuration. The result of those runs is used to calculate the mean,
best, and worst fitness, and the standard deviation for the parameter
configuration.

We applied SMAC (sequential model-based algorithm configura-
tion) ([7, 9]) for configuration of our algorithm. Furthermore, we
use the Wilcoxon signed-rank test as statistical method to assess
whether the means of solution costs of parameter settings provided
by SMAC differ significantly (see [19] for detailed results). The
range of values tested for each parameter is given below (in format
Parameter, Value sequence, Default value):

• Population size 𝑝 , [2, 5, 10, 15, 30], 10
• Crossover population size 𝑐𝑝*, [1.0, 1.2, 1.4, 2], 1.4
• K-tournament competitors 𝑘*, [0.0, 0.15, 0.35, 0.5], 0.15
• Individual learning frequency 𝑖𝑙 𝑓 , [0.0, 0.15, 0.35, 0.5], 0.15
• Individual learning intensity 𝑖𝑙𝑖 , [3, 8, 20, 45], 20
• Mutation frequency𝑚𝑓 , [0.0, 0.1, 0.2, 0.4], 0.2
• Vertical crossover freq. 𝑣𝑐 𝑓 , [0.0, 0.4, 0.5, 1.0], 0.5
• Horizontal crossover freq. ℎ𝑐 𝑓 , [0.0, 0.3, 0.5, 1.0], 0.0
• Costs and demand crossover freq. 𝑐𝑑𝑐 𝑓 , [0.0, 0.4, 0.5, 1.0], 0.5

Those values, as well as the default value, were selected by man-
ual tuning. Note that some parameters (𝑘*, 𝑐𝑝*) had to be modeled
as multipliers for 𝑝 , since no dependencies between parameters can
be modeled in SMAC. Thus: 𝑘 =𝑚𝑎𝑥 (1, 𝑝 ∗ 𝑘*).

As a runtime limit, we defined 30 minutes for each call of our
algorithm. Further, we conducted the tuning process separately for
the small and big instance sets.

6.3 Crossover operators
We evaluated several combinations of the crossover operatorsmixed
with different population sizes. For the small instance set we ob-
served that the horizontal crossover operator performed the worst,
especially for larger populations. The vertical crossover operator

1https://dbai.tuwien.ac.at/staff/winter/ps_instances.zip
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Figure 5: RDI values of parameter configurations with vari-
ous crossover combinations for the small instance set.

Figure 6: RDI values of parameter configurations with vari-
ous crossover combinations for the big instance set.

yields competitive results, while the best results are generated
by the cost and demand crossover operator. Figure 5 shows the
corresponding RDI ( 𝑅𝐷𝐼𝐼 ,𝑆 =

𝑐𝑜𝑠𝑡𝐼 ,𝑆−𝑏𝑒𝑠𝑡𝐼
𝑤𝑜𝑟𝑠𝑡𝐼−𝑏𝑒𝑠𝑡𝐼 ) values. Configuration

P10_CDCO has the lowest median of all configurations (configu-
ration identifiers denote the population size and used crossover
operator, i.e. in this case 𝑃10 means population size 10 and 𝐶𝐷𝐶𝑂
means cost and demand crossover). Interestingly, a bigger popula-
tion can lead to improved solution quality for the small instance
set’s larger instances, as can be seen by configuration P45_CDCO
and P100_CDCO.

For the large instance set, all configurations used the greedy
construction strategy - which is needed to achieve feasible solutions
within time constraints. Looking at the RDI values in Figure 6, three
combinations yield the best results: vertical crossover only, cost
and demand crossover only, and a combination of both. We further
observed that a population larger than 45 yields worse results for
this instance set.

We also evaluated our different construction strategies, and the
algorithm without local search, making it a genetic algorithm. Re-
sults showed that the genetic algorithm could find competitive
results for some of instances, but was in general outperformed by
the memetic algorithm. We refer the reader to [19] for detailed a
detailed comparison.

6.4 Comparison to Literature Results
This section compares the results obtained by runs of our algorithm
with the best parameter configurations to literature results. We take
our best result out of 10 runs for each instance for the comparison.
The time limit for each run is set to 1 hour to match the time
limit used in literature. Table 1 depicts parameter values of our
best configurations. The configurations were obtained using SMAC
and further manual tuning. A Wilcoxon signed-rank test showed
that there was no significant difference between the best literature
results and the memetic algorithm results.

Configuration 𝑝 𝑐𝑝 𝑘 𝑚 𝑣𝑐 𝑓 ℎ𝑐 𝑓 𝑐𝑑𝑐 𝑓 𝑖𝑙 𝑓 𝑖𝑙𝑖 𝑐

P100_G 100 1.0 7 0.0 0.5 0 0.5 0.01 3 Greedy
P200_RG 200 1.0 7 0.0 0.5 0 0.5 0.02 3 Random Greedy
P10_WS 10 1.0 5 0.1 0.5 0 0.5 0.15 8 Greedy
P45_G 45 1.0 7 0.0 0.5 0 0.5 0.05 3 Greedy

Table 1: Best parameter configurations.

6.5 Small Instance Set
The results from literature approaches and our best configurations
for the small instance set are shown in Table 2.

Instance LS LS/G LS/G/T CP P100_G P200_RG

7R-small 1028 844 882 775* 781 776
7R-HC-small 868 932 927 842* 842 844
20R-small 990 992 994 961* 995 976
20R-HC-small 1016 975 1050 918* 962 937
50R-small 616 593 599 530* 655 672
50R-HC-small 887 891 895 842* 909 906
70R-small 1084 1088 1137 844* 1272 1353
70R-HC-small 1871 1834 2553 1237* 1683 1657
100R-small 1767 1735 2421 975* 1500 2230
100R-HC-small 1262 1243 1269 964 1137 1113
200R-small 6298 5476 6439 - 2240 2070
200R-HC-small 5723 7916 8274 - 3172 2069

Table 2: Comparison of literature results with results from
our algorithm for the small instance set.

The best result achieved out of 10 runs is shown in columns
P100_G and P200_RG. The literature results shown in columns
LS, LS/G, LS/G/T show the best results from [22] that have been
achieved under a time limit of 1 hour with Simulated Annealing
(LS), Simulated Annealing starting from a greedily created solution
(LS/G), and Simulated Annealing starting from a greedy solution
with incorporation of a tabu list (LS/G/T). The CPU used by the
authors of [22] was an Intel Xeon E5345 2.33GHz with 48GB RAM.
Results shown in column CP show the best results achieved with a

1076



GECCO ’21, July 10–14, 2021, Lille, France Wolfgang Weintritt et al.

constraint programming approach from [21] under a time limit of 6
hours, where results with a * denote proven optimal solutions. Bold
values indicate upper bounds from [22]. Underlined values are im-
proved bounds compared to [22] found by our memetic algorithm.

Our algorithm achieves new upper bounds for the instances
200R-small and 200R-HC-small. When comparing our results to the
simulated annealing approaches, our algorithm achieves similar
results for most instances apart from those two. We suspect that
the large population sizes are beneficial for the small instance set,
especially for those two problem instances.

Figure 7 illustrates RDI values for this comparison. We can see
that the medians of the configurations P200_RG and P100_G are
smaller than the other approaches’ medians.

Figure 7: RDI values of the best configurations and literature
results for the small instance set.

6.6 Big Instance Set
For the big instance set, we compare the results in Table 3.

Instance LS LS/G LS/G/T P10_WS P45_G

7R 2097235 116235 123830 80121 79526
7R-HC 1985513 118628 130552 116504 120946
20R 8159361 180863 172679 162012 178251
20R-HC 8621490 262252 262897 254127 266444
50R 23320626 421777 455321 509188 538880
50R-HC 23947097 581021 606917 535031 546846
70R 34294393 555829 576225 576450 595859
70R-HC 34713814 930564 927822 870889 916365
100R - 917955 957854 1031698 1087649
100R-HC - 1128716 1142530 1450234 1680627
200R - 1889804 1884125 2209354 2711918
200R-HC - 2086450 - 2312213 2822476

Table 3: Comparison of literature results with results from
our algorithm for the big instance set.

The best result achieved out of 10 runs is shown in columns
P10_WS and P45_G. Columns LS, LS/G, LS/G/T show the best results
from [22]. Bold values are upper bounds from [22]. Underlined
values are improved bounds compared to [22].

We are able to improve upper bounds compared to [22] for six
of the instances: 7R, 7R-HC, 20R, 20R-HC, 50R-HC, and 70R-HC.

Analyzing the cost differences between our two best configurations,
P45_G only performs better for the smallest instance. The gap
between the two configurations gets bigger for increasing instance
sizes. For the largest four instances, our algorithm performed worse
than the local search approaches.

RDI values of the various methods for the big instance set are
shown in Figure 8. The median for our configuration P10_WS is
smaller than the literature approaches’ median, which indicates a
good performance of our approach.

Figure 8: RDI values of the best configurations and literature
results for the big instance set.

7 CONCLUSIONS
In this paper, we proposed a memetic algorithm to solve the re-
cently introduced Paint Shop Scheduling Problem. We designed
a memetic representation and proposed different population con-
struction strategies. Further, we introduced memetic operators for
selection, mutation, and three novel crossover operators, which
consider problem-specific knowledge.

We observed that a large population yields good results for the
small instance set, while smaller population sizes are preferred
for the big instance set. A combination of the vertical crossover-
and cost and demand crossover operators is preferential for most
instances. Construction strategies for the initial population have a
massive influence on the result. For the big instance set, sophisti-
cated construction strategies are needed to generate feasible results
within time constraints. We compared the results obtained by the
best parameter configuration to the best literature results using
a set of publicly available real-life instances. Our memetic algo-
rithm’s results are competitive for the small instance set, as well as
for small instances of the big instance set and provides new upper
bounds for some instances.

For future work it would be interesting to investigate other
crossover operators and local search strategies, where a variable
population size that starts with a smaller population and increases
its size once solutions reach a better quality could be beneficial.
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