Ants can solve the parallel drone scheduling traveling salesman problem
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ABSTRACT
In this work, we are interested in studying the parallel drone scheduling traveling salesman problem (PDSTSP), where deliveries are split between a truck and a fleet of drones. The truck performs a common delivery tour, while the drones are forced to perform back and forth trips between customers and a depot. The objective is to minimize the completion time coming back to the depot of all the vehicles. We present a hybrid ant colony optimization (HACO) metaheuristic to solve the problem. Our algorithm is based on an idea from the literature that represents a PDSTSP solution as a permutation of all customers. And then a dynamic programming is used to decompose the customer sequence into a tour for the truck and trips for the drones. We propose a new dynamic programming combined with other problem-tailored components to efficiently solve the problem. When being tested on benchmark instances from the literature, the HACO algorithm outperforms state-of-the-art algorithms in terms of both running time and solution quality. More remarkably, we find 23 new best known solutions out of 90 instances considered.
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1 INTRODUCTION
Nowadays, as technology for aerial mobility evolves, delivery means are naturally destined to make use of unmanned aerial vehicles (UAVs or drones), and multiple companies such as Amazon [5], DHL [2], 7-Eleven [4] and Alibaba [3] have already had plans for this transition in the near future. Using drones for delivery provides four advantages: (1) they can be operated automatically without a human driver, (2) they fly over common road networks and as a result can service truck-unreachable customers, (3) their speed is faster than trucks’ speed, and (4) they are much cheaper. Yet, drones also have several disadvantages, due to their narrow operation range, small capacity, and possible need of visiting stations for charging or swapping batteries. To offset the drawbacks of both vehicles, they are coupled together to make delivery, leading to novel routing problems that attract much attention of the research community. Two leading notable problems are introduced in [20]. The first problem called the Flying Sidekick Traveling Salesman Problem (FSTSP) arises in scenarios in which the depot is relatively far from the customers and a single drone can operate in synchronization with a delivery truck. More precisely, the drone can be launched from the truck at a customer location and returns to the truck at another customer location. The second problem is motivated in the event that a large proportion of customers are located within a drone’s flight range from the depot and can be serviced by a fleet of drones. A truck is also mobilized to service drone-unreachable customers which are far from the depot or require heavy parcels. In this paper, we consider the latter problem, the Parallel Drone Scheduling Traveling Salesman Problem (PDSTSP), which can be formally defined as follows.

We are given a complete undirected graph \( G = (V, E) \), where the node set \( V = \{0, 1, \ldots, n\} \) represents the depot (node 0) and the set of customers \( \bar{V} = \{1, \ldots, n\} \). The set \( E \) represents edges linking every pair of nodes in \( V \). A truck and a set of \( m \) identical drones are located at the depot to deliver parcels to the customers. The truck starts from the depot, services a subset of the customers, then returns back to the depot. The remaining customers are serviced by the drones on back and forth trips from the depot to a single customer. Not every customer can be serviced by the drones due to practical constraints like the weight of the parcel or an excessive distance of the customer location from the depot. Let \( V^+ \subseteq \bar{V} \) denotes the set of customers that can be serviced by the drones (also called drone-eligible customers). The travel time from node \( i \) to node \( j \) of the truck is denoted as \( c_{ij}^t \). The time required by a drone to service a customer \( i \) is denoted as \( c_{ij}^d \), which is calculated by doubling the time of flying from the depot to customer \( i \). Without loss of generality, we suppose that the truck and the drones start from the depot at time 0. The objective of the PDSTSP is to minimize...
the maximal time required to come back to the depot of the truck and all the drones after servicing all the customers.

The PDSTSP includes two decision layers. In the first layer, the customers are assigned to the truck and the fleet of drones. The second layer relates to the routing optimization which consist in solving two NP-hard problems: a TSP for the truck and a Parallel Machine Scheduling (PMS) problem for the drones. Figure 1 shows a feasible solution for the PDSTSP with 8 customers and two drones.

![Figure 1: An example of a solution for the PDSTSP](image)

## 2 RELATED WORKS

While the FSTSP and its variants are intensively studied in the literature (see, for example, [7, 9, 11, 16, 17, 21]), there are very few papers considering the PDSTSP. The problem is first introduced in [20] where the authors propose a Mixed Integer Linear Programming (MILP) formulation and a heuristic. The MILP can provide exact solutions but is time-consuming and not applicable for instances of practical size. The main principle of the heuristic is to partition the set of customers into two subsets (a vehicle set and a drone set). Then, a TSP tour is computed for the customers assigned to the truck and a parallel machine scheduling (PMS) problem is solved to assign customer requests (jobs) to drones (machines). At the end, an improvement step is performed to reassign customers either to the drone set or to the vehicle set in order to better balance vehicle and drones activities. Their method can be classified into low-level heuristics which include a solution construction followed by local search. Due to the simplicity, this deterministic algorithm provides only one solution during the search and is not expected to provide high-quality solutions as metaheuristics.

Mbiadou Saleu et al. [22] propose the first metaheuristic composed of two steps. The first step (or coding step) transforms a feasible PDSTSP solution into a customer sequence $T$, also called giant tour or TSP tour. The second step (or decoding step) decomposes the customer sequence into a tour $T_k$ for the truck and a set of trips $T_d$ for the drones. This decomposition must satisfy the requirements that the customers in the truck tour follows the same order as in sequence $T$ and the customers that are not on the tour $T_k$ will be serviced by the drones. The decoding procedure is expressed as a bicriteria shortest path problem on a acyclic graph $G = (V_T, A_T)$ constructed as follows. $V_T = V \cup \{0, n + 1\}$ represents the set of customers added by two copies of the depot: the original depot $0$ and its copy $n + 1$. Given two nodes $i$ and $j$ in $V_T$ such that $i$ is before $j$ in the sequence $T$, arc $i, j$ exists in $A_T$ if and only if all the customers between $i$ and $j$ can be serviced by the drones. Each arc $(i, j) \in A_T$ is associated with a cost vector $(c_{ij}^1, c_{ij}^2)$, where $c_{ij}^1$ and $c_{ij}^2$ represent the costs incurred for the truck and the drones, respectively, if the truck travels directly from $i$ to $j$ and all the customers between $i$ and $j$ are serviced by the drones: $c_{ij}^1 = c_{ij}$ and $c_{ij}^2 = \sum_{k=0}^{n} k / m \sum_{i<j<k} c_{ik}$. After the acyclic graph is created, the shortest path from the origin depot $0$ to its copy $n + 1$ is found by dynamic programming. The principle is to progressively associate a list of labels $L(i)$ with each node $i \in V_T$. A procedure goes through the graph from the origin depot node $0$ to the destination depot node $n + 1$ by following the order defined in sequence $T$. For a given node $i$, list $L(i)$ is constructed by adding a new label for every label in $L(j)$, where $j$ is a predecessor node of $i$ and $L(j)$ is the list of labels at node $j$. The new label is simply defined by adding the arc cost. To limit the number of possibly generated labels, several bounding mechanisms and a dominance rule are used. However, the procedure still can be very slow and memory-consuming because these techniques cannot help completely avoid creating uncontrollable quantities of labels on large-scale instances.

More recently, Dell’Amico et al. [10] propose a matheuristic in which the authors use the same idea of coding and decoding steps as in [22]. However, instead of dynamic programming, a MILP approach is used to handle the decoding phase. For a given TSP tour $T$, the authors add constraints that enforce binary variables $x_{i'j'}$ equal to zero to a pure MILP formulation of the problem. Here, $i'$ and $j'$ are two customers such that $i'$ lies after $j'$ in the TSP tour $T$ and variables $x_{i'j'}$ represent the appearance of arc $(i', j')$ in the solution. Solving this modified formulation provides optimal solutions (w.r.t the order of the customers in $T$) for the splitting approach and allows the procedure to exploit a wider search space than the dynamic programming-based approach. However, the computational time required to solve MILP models might be very expensive. For this reason, when attacking large instances, the authors add further constraints to the MILP model. In this way the time required to solve the MILP is reduced, making it possible to carry out more iterations of the heuristic in a given time limit. The drawback is that the constraints reduce the search space region explored by the MILP, potentially increasing the number of iterations required to converge.

In this research, we aim at developing a new metaheuristic for the problem. Our algorithm is mainly based on Ant Colony Optimization (ACO) algorithm, a metaheuristic technique that uses artificial ants to solve combinatorial optimization problems which can be reduced to finding good paths through graphs. ACO is a class of optimization algorithms based on the actions of an ant colony. The interested readers are referred to [12] for the detailed descriptions of ant behavior relating to ACO.

The use of ant colonies is first applied to the Traveling Salesman Problem (TSP) in [13] and several variants of the Vehicle Routing Problem (VRP) in [6, 8]. To the best of our knowledge, the ACO algorithm has never been applied to solve the PDSTSP.

The main contribution of our research is to design a hybrid ant colony optimization (HACO) algorithm integrated with several components adapted from other metaheuristics. We follow the idea
of representing a PDSTSP solution as a giant tour of the previous researches. We propose an easy-to-implement and more efficient split procedure from which we can better control the trade-off between quality and speed, a deconstruction phase borrowed from the idea of the large neighborhood search, and fast local searches. The experiments on PDSTSP benchmark instances show a dominance of our algorithm over the two algorithms in terms of solution quality and speed. The rest of the paper is organized as follows. Section 3 describes our metaheuristic. Section 4 analyzes the performance of the HACO on the PDSTSP benchmark data sets. Finally, our conclusions are given in the Section 5.

3 HYBRID ANT COLONY OPTIMIZATION ALGORITHM FOR THE PDSTSP

One of the most important factors to consider when designing ACO algorithms is to define pheromone trails. As mentioned earlier, the PDSTSP involves two main decision layers: the assignment of customers to the truck or the drone and the sequence of customers in the truck tour. Therefore, we manage two corresponding pheromone trails to handle these decisions: \( \mu^d \) to decide if customer \( i \) is assigned to truck or drone and \( \mu^s \) to find the next customer \( j \) to service from the customer \( i \) in the truck tour. Our algorithm includes three main components: solution construction, local search, and pheromone trail update. The overview of our method is presented in Algorithm 1. We now discuss these procedures in detail.

### Algorithm 1 An overview of the HACO algorithm

1. \( f(S_{\text{best}}) \leftarrow +\infty \)
2. Initialize pheromone values
3. while the stopping condition is not met do
   4. \( f(S_{\text{local}}) \leftarrow +\infty \)
   5. for \( k = 1 \) to \( n_{\text{best}} \) do
   6. \( S \leftarrow \text{SolutionConstruction}() \)
   7. \( S \leftarrow \text{LocalSearch}(S) \)
   8. if \( f(S) < f(S_{\text{local}}) \) then
      9. \( S_{\text{local}} \leftarrow S \)
   10. end if
   11. end for
   12. Update pheromone values using \( S_{\text{local}} \)
   13. if \( f(S_{\text{local}}) < f(S_{\text{best}}) \) then
      14. \( S_{\text{best}} \leftarrow S_{\text{local}} \)
   15. end if
16. end while

3.1 Ants construct PDSTSP solutions

We now explain \( \text{SolutionConstruction}() \), the first procedure called in Algorithm 1, which constructs initial solutions. The pseudo-code of the procedure is given in Algorithm 2. Its main components are described as followed:

SelectDroneNode: the goal is to partially select a subset of customers serviced by the drones. We iterate over all the drone-eligible customers; each is selected with the probability of \( r^d \). Suppose after this step we have a set of \( n_p \) selected customers. Among those we then select \( \min(n_p, [r^d \times n_d]) \) customers \( i \) with highest pheromone values \( \mu^d_i \). Here, \( n_d \) is the number of customers serviced by the drones in the current best found solution. It is set to null in the first iteration where a best solution has not existed. The parameter \( r^d \) is the ratio of customers to be retained to be serviced by the drones in the current iteration. Preliminary tests show that the impact of \( r^d \) on the performance of the algorithm is not really clear. Therefore, to keep the parameter tuning simple, we decide to set \( r^d \) to 0.5. These customers are recorded in set \( N_d \). They are combined with the customers visited by the drones found in the split procedure below to create the final set of customers serviced by the drones in the solution of the current iteration. These customers are then assigned to the drones by a greedy heuristic presented in the split procedure. This drone node selection brings us two advantages. First, it can be considered as a removal operator in the classical Large Neighborhood Search (LNS) metaheuristic [23] and allows the algorithm to flexibly control the balance between the intensification and diversification. Second, it helps to reduce the number of customers considered in the next procedures which are more expensive in terms of computation time, thus speeding up our algorithm in overall.

AntTSPTour: this procedure is to build a giant TSP tour \( T \) visiting the depot and all the remaining customers other than those in \( N_d \). For that matter, we apply a randomized nearest-neighbor construction procedure using the roulette wheel selection with the probability of selecting the next customer \( j \) to visit from the customer \( i \) proportional with \( \frac{\mu^s_i}{c_{ij} + 1} \). Note that, \( \mu^s_i \) and \( \frac{1}{c_{ij} + 1} \) represent the pheromone trail and heuristic information, respectively. This means that if the pheromone trail on edge \((i, j)\) is more concentrated and \( j \) is closer to \( i \), customer \( j \) has more chance to be the next location visited after customer \( i \).

ImproveTSP: in this procedure, the truck route \( T \) obtained from the AntTSPTour procedure is then improved using the well-known 3-opt local search move [18]. We note that this local search is widely used in ACO algorithms to successfully solve the TSP [19, 24].

Split: this procedure is the backbone of our algorithm. It computes the best partition of the customer set between the truck and the unique drone with the constraint that the customers in the vehicle tour follows the same order as in TSP tour \( T \). Similarly to [22], this problem is modeled as a shortest path problem in an acyclic directed graph \( G^T \) and is solved by dynamic programming. Our split procedure is described in Algorithm 3. Node \( i \in H \) is associated with \( nh_i + 1 \) labels; each has the form \( L(i, p) \) representing the cost incurred by the truck given that the cost incurred by the drones is approximately less than or equal to \( \frac{p}{nh_i} \) of the objective value of the current best solution, where \( p \) is an integer ranging from...
to \(nb_l\). At the initialization, \(L(i, p)\) is set to \(+\infty\) for every node \(i\) and every value of \(p\) (Line 4). The procedure starts by assigning label \(L(0, 0)\) to \(0\) (Line 7). It then goes through the graph from the origin depot node 0 to the destination depot node \(n + 1\) and all the values of \(p\) from 0 to \(nb_l\). From a given node \(i\) and for a given value \(p\), the labels at \(j\) are updated by formulas in lines 12-14. Here, \(c_{ij}^p\) and \(c_{ij}^\prime\) have the same meanings as in the split algorithm of [22] described above, and \(f(S_{\text{best}})\) is the objective value of the current best solution.

In Line 20, we have a set of \(nb_l + 1\) labels; from each of them we derive a truck path \(\tau_t\) and a set of customers serviced by the drones \(\mathcal{N}_d\). The well-known longest processing time heuristic [22] is applied on the \(\mathcal{N}_d\) to provide a feasible FMS solution (procedure \texttt{GreedyHeuristic} in Line 26). As such, the customers are sorted in the decreasing order of their processing time. Then, they are successively assigned to the drone with the least flying time.

It is worth mentioning that when \(nb_l\) is set to infinity, our split is similar to the procedure proposed in [22]. The value of \(nb_l\) has an important impact on the performance of our algorithm. If \(nb_l\) is too large, the dynamic programming could explore more labels, leading to higher running time but we would have higher chance to find better solutions. On the other hand, when \(nb_l\) is small, the performance of the split could decrease, but its computation time would be faster and we could perform more iterations of the algorithm. Therefore, to have the best performance of the overall algorithm, the value of \(nb_l\) should be selected such that it gives a good trade-off between the speed and the quality of the split procedure. A preliminary experiment shows that \(nb_l\) equal to 100 satisfies our objective. This value is selected in our work.

### 3.2 Local search operators

Previous researches show that the integration of local search in ACO algorithms improves their performance in overall when applied to solve vehicle routing problems (see, for example, [6, 8]). Moreover, in the solution construction above, a customer is assigned to each drone in the greedy fashion. So far, our algorithm has not had any mechanism to repair bad drone-customer assignments created by the simple greedy heuristic. Therefore, we decide to use two local search operators to improve the quality of the algorithm, as well as to handle the decision related to the assignment of the customers to each drone as follows:

- **SwapTruck-Drone**: This operator tries to swap a customer served by the truck and a customer served by the drone to search for a better solution.
- **SwapDrone-Drone**: This operator swaps two customers served by two different drones to find an improved solution.

Our local search operators are performed in the best improvement fashion. Verifying if a move creates a saving in the objective function can be done in \(O(m)\), where \(m\) is the number of drones. This procedure is fast and its running time can be negligible if the amount of drones is small. However, when the number of drones is large enough, computing the change in the objective function value in \(O(1)\) is necessary to reduce the running time of the overall algorithm. For this purpose, it is sufficient to use an additional data structure that records three drones with the longest, second longest, and third longest flying time. Note that we must record three drones, instead of one, to handle the cases where there are more than two drones with the equal longest flying times.

### 3.3 Pheromone trail update

Pheromone trail update (line 12 of Algorithm 1) is a crucial step in ant colony optimization as it guides ants to find good solutions. We use the Smooth Max-Min Ant System method proposed in [14, 15], a refined version of the well-known pheromone boundary rule [25], to update the pheromone trails as follows:

\[
p_i^t = \begin{cases} 
\rho^t p_i^t + (1 - \rho^t)p_{\min} & \text{if customer } i \text{ is served by the truck} \\
\rho^t p_i^t + (1 - \rho^t)p_{\max} & \text{if customer } i \text{ is served by the drones} 
\end{cases}
\]

\[
p_{ij}^t = \begin{cases} 
\rho^t p_{ij}^t + (1 - \rho^t)p_{\max} & \text{if truck travels from } i \text{ to } j \\
\rho^t p_{ij}^t + (1 - \rho^t)p_{\min} & \text{otherwise}
\end{cases}
\]
where $\rho^l \in (0, 1) \ (l \in \{a, s\})$ is the evaporation parameter; $\mu_{min}$ and $\mu_{max}$ are the lower and upper bounds of the pheromone trails, respectively. The value of these parameters is set as in Table 1. As can be derived from these formula, the greater the trail $\mu^l_{ij}$ of a customer $i$ is, the higher probability it is serviced by the drones with. And if the trail $\mu^l_{ij}$ of an arc from customer $i$ to customer $j$ is larger, this arc has more chance to appear in the next solution.

### 4 EXPERIMENTS

Our algorithm is implemented in C++. All experiments are carried out on a 2.10GHz Intel E5-2683 v4. In this section, we mainly investigate the performance of our HACO by comparing with reference algorithms proposed in [10, 22], which are run on an Intel core(TM) i5-6200U CPU at 2.30GHz and an Intel(R) Xeon(R) E5-2620 v4 at 2.10GHz processors. These machines have single-thread rating performance approximately similar to our processor according to Passmark Software (https://www.cpubenchmark.net/). Since different CPU speed conversion techniques can provide very different results, we decided to present the raw running times, letting the readers choose their preferred approach.

The PDSTSP instances considered in our experiment have been generated from classic TSPLIB instances by [22]. The number in each instance name corresponds to the number of customers, varying from 48 to 229. Euclidean distances are used for the drones while Manhattan distances are used for the truck. For each original TSP instance, several PDSTSP were generated by modifying the following settings: (i) the depot location, which is either in the center of the customers or in one corner of the customers’ region; (ii) the percentage of drone-eligible customers, ranging from 0% to 100%; (iii) the speed of the drones, which is expressed as a factor of the truck speed, with values ranging from 1 to 5; (iv) the number of ants $n_{ant}$, and the ratio of customers being kept to be serviced by the drones at the beginning of the solution construction phase $r_d$. The upper bound $\mu_{max}$ is always set to 1.0 and the lower bound $\mu_{min}$ is set to $\frac{\mu_{max}}{\rho_p \times n}$, where $\rho_p$ is a given ratio taking the values in $\{0.1, 0.5, 1.0, 2.0, 3.0, 5.0\}$. The parameters $\rho^a$ and $\rho^s$ are set to one of five values $\{0.70, 0.80, 0.85, 0.90, 0.95\}$. The number of ants $n_{ant}$ depends on the number of nodes $n$ in the graph and is computed as $n_{ant} = r_d \times n$. There are three values for the ratio $r_d$: 0.5, 1.0, and 2.0. And finally, the ratio of selecting the customers to be serviced by the drones $r_d$ is set to one of three values $\{0.3, 0.5, 0.7\}$. Table 1 summarizes the possible values for our parameters:

This results 900 combinations of parameters ($\rho_p, \rho^a, \rho^s, r_a, r_d$) for the test. The training set is picked from 15 largest instances of the benchmark with 229 nodes. For each combination of the settings, the algorithm is run 10 times per instance. As shown in the following experiments, our algorithm in general provides good results in the running time of less than 200 seconds on each instance. However, because each PDSTSP instance is solved in a time limit of 300 seconds (by the algorithm of [22]) and 1,200 seconds (by the best algorithm version of [10] in term of solution quality), we decide to limit our algorithm in 300 seconds for each execution for a fair comparison. Thus, we have totally solved $900 \times 15 = 135,000$ problems in the experiment. Two following quantitative measures are used to compare the combinations: the average relative gap to the best solutions found and the number of times that a setting generates the best solution. The obtained results show that the average gaps among settings are not significantly different. Therefore, we select the best setting based on the number of times it provides the best solutions. Using this technique, we adopt the following parameter settings: $\{\rho_p = 2.0, \rho^a = 0.95, \rho^s = 0.80, r_a = 1.0, r_d = 0.5\}$.

Using the parameter setting above, we compare our algorithm with two state-of-the-art metaheuristics recently proposed in [10, 22]. In the following, we call these two algorithms as SDFGQ18 and DMN20 using the initial letters of authors’ last names, respectively. We note that these algorithms were run once and only one solution was reported for each instance. To better observe the behavior of the HACO, we run our algorithm 10 times; each in 300 seconds for a fair comparison with the two reference algorithms. For each instance, four solutions of HACO are recorded for the comparison: the solution of the first run (corresponding to the single run of the algorithm), the best solution, the worst solution, and the average solution over 10 runs. The results are summarized in Table 2 and the detailed results can be found in the Appendix.

### Table 1: Values used for the parameter tuning

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{max}$</td>
<td>1.0</td>
<td>the upper bound of the pheromone trails</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>0.1, 0.5, 1.0, 2.0, 3.0, 5.0</td>
<td>the ratio to compute the lower bound of the pheromone trails $\mu_{min}$</td>
</tr>
<tr>
<td>$\rho^a$</td>
<td>0.70, 0.80, 0.85, 0.90, 0.95</td>
<td>the evaporation parameter to handle the decision related to the drone-truck assignment</td>
</tr>
<tr>
<td>$\rho^s$</td>
<td>0.70, 0.80, 0.85, 0.90, 0.95</td>
<td>the evaporation parameter to handle the sequence decision in the truck tour</td>
</tr>
<tr>
<td>$r_a$</td>
<td>0.5, 1.0, 2.0</td>
<td>the ratio to define the number of ants $n_{ant}$</td>
</tr>
<tr>
<td>$r_d$</td>
<td>0.3, 0.5, 0.7</td>
<td>the probability to select a part of customers serviced by the drones at the beginning of the construction solution phase</td>
</tr>
</tbody>
</table>

### Table 2: Comparison of HACO with existing algorithms on the benchmark instances

In the table above, the first column shows the name of the instance class. The next two columns represent the total gaps of the solutions provided by SDFGQ18 and DMN20 to the best found solutions (including ones found in this paper) on each class of instances. For the HACO algorithm, we report the gaps for the first, best, worst, and average solutions over 10 executions in Columns $z_1$, $z_{best}$, $z_{worst}$, and $\bar{z}$ respectively. The column $\bar{z}$ presents the average running time to reach the best solutions of the algorithm. And
finally, the column $#_{BK}$ reports the number of new best known solutions found by the HACO.

As can be seen in the table, the results clearly show a competitive performance of our method. The total gaps provided by our first and best solutions are at least as good as those of the other methods on all instance classes. Remarkably, we improve 23 best known solutions in total. The values in the column $\bar{z}$ are quite small (never exceeding 1%), leading to small fluctuations of the solutions over 10 executions from the best solutions. This is an indicator showing the stability of our algorithm. The worst solutions even outperform the best solutions of the other methods in many cases. In particular, they provide better total gaps than both methods SDFGQ18 and DMN20 on the largest instances with 229 customers. The running time of the algorithm is fixed to 300 seconds but it spends only 168.63 seconds on average to reach the best solutions on the largest instances. An interesting observation is that the running time to reach the best solutions on the instances pr152 is shorter than that on the instances gr120, which have smaller size. And in addition, we can improve more best known solutions on gr120 instances than on pr152 instances (7 vs 4). A further analysis is performed and it turns out that the customers in the pr152 instances distribute in clusters, possibly making the instances easier to solve.

Since the comparisons mostly conducted on average values of aggregated gaps of solutions may not be quite comprehensive, it may not clear which algorithm has the best performance. We now carry out the Kruskal–Wallis one-way analysis of variance by ranks as a non-parametric method over the obtained outcomes in terms of gaps to the best known solutions of the algorithms. The objective is to check whether the differences observed between our employed algorithm and those in the literature are statistically significant. The null hypothesis of the Kruskal–Wallis test is that the mean ranks of the groups are the same or the population medians are equal, while the alternative hypothesis is that the population medians are not all equal. In such ranking system, the smallest value is assigned to the first rank, the next smallest possesses the second rank, etc.

For the fair comparison, the solutions obtained from the first run of HACO are selected in this experiment. In Table 3, columns SDFGQ18, DMN20, and $z_1$ -HACO represent the mean ranks of the three methods. Three last columns report the test statistics: Chi-Square, degree of freedom (df), and p-value (labeled Asymp. Sig.). As illustrated in Table 3, our proposed HACO outperforms the others. It possesses the first rank and shows a better performance on four instance classes: eil101, gr120, pr152, and gr229. In this calculation, DMN20 has the second best outcome except on instance class gr120 where SDFGQ18 performs better. However, only on the instance class gr229 with the largest size, the p-value is less than the significance level (0.000 < 0.05) leading to the rejection of the null hypothesis. This consequence implies that there is statistically significant difference between performances of considered algorithms in this test. This can be explained by the fact that on the smaller-size instances, which are in general easier, the algorithms provide good solutions of almost the same quality. And as a result, the performance difference of our algorithm is observed more clearly on larger instances.

## 5 CONCLUSION

In this paper, we propose a hybrid ant colony optimization algorithm to solve the Parallel Drone Scheduling Traveling Salesman Problem, which recently receives the attention of the research community. Our algorithm combines the ideas of ant colony optimization, large neighborhood search, and local search-based metaheuristics. A new dynamic programming is proposed to split the TSP tour into a feasible PDSTSP solution in a fast and efficient way. The experiments on the benchmark instances show that our algorithm outperforms existing approaches in terms of both computation time and solution quality to become the state-of-the-art method proposed for the problem. In particular, 23 improved best known solutions have been found by our algorithm.

Our future work consists in embedding our new split procedure in the framework of other nature-inspired metaheuristics (e.g., genetic algorithm) to develop more complex algorithms and compare them with the proposed HACO. Further research effort will be devoted to adapt our HACO algorithm to solve other routing variants with drones such as the FSTSP.

## APPENDIX

In the following tables, we report the detailed results for the benchmark data from [22]. In each table, the first block shows the instance settings with the information: the percentage of drone-eligible customers over the total (el), the drone speed (sp), the number of drones (n), and the depot location (dp). The second block reports the best solutions found by the two existing metaheuristics. The last block presents the objective values of solutions provided by the HACO: the solutions in the single run mode (column $z_1$), the best solutions (column $z_{best}$), the worst solutions (column $z_{worst}$), the average solutions (column $\bar{z}$), the average time ($\bar{t}$) and the average iterations ($\bar{iter}$) over 10 runs when the best solutions are found. The last row computes, for each instance class, the total gaps in percentage of the solutions generated by different methods to the best found solutions. The numbers in bold represent our improved best known solutions.

### Table 3: The mean ranks of groups and test statistics in Kruskal–Wallis test

<table>
<thead>
<tr>
<th>Data</th>
<th>SDFGQ18</th>
<th>DMN20</th>
<th>$z_1$ -HACO</th>
<th>Chi-Square</th>
<th>df</th>
<th>Asymp. Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>atl48</td>
<td>23</td>
<td>25</td>
<td>25</td>
<td>0.130</td>
<td>2</td>
<td>0.937</td>
</tr>
<tr>
<td>berlin52</td>
<td>24</td>
<td>22.5</td>
<td>22.5</td>
<td>0.307</td>
<td>2</td>
<td>0.191</td>
</tr>
<tr>
<td>eil101</td>
<td>27.97</td>
<td>21.23</td>
<td>19.80</td>
<td>1.834</td>
<td>2</td>
<td>0.242</td>
</tr>
<tr>
<td>gr120</td>
<td>22.13</td>
<td>27.40</td>
<td>19.27</td>
<td>2.835</td>
<td>2</td>
<td>0.012</td>
</tr>
<tr>
<td>pr152</td>
<td>28.53</td>
<td>21.73</td>
<td>18.73</td>
<td>4.385</td>
<td>2</td>
<td>0.000</td>
</tr>
<tr>
<td>gr229</td>
<td>32.93</td>
<td>22.23</td>
<td>13.83</td>
<td>15.938</td>
<td>2</td>
<td>0.000</td>
</tr>
<tr>
<td>Instance settings</td>
<td>SDFQ18</td>
<td>DMN20</td>
<td>HACO</td>
<td>Gap</td>
<td>ε</td>
<td>δ</td>
</tr>
<tr>
<td>------------------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>-----</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>80 2 1 1</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
</tr>
<tr>
<td>80 2 1 2</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
</tr>
<tr>
<td>80 2 1 3</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
</tr>
<tr>
<td>80 2 1 4</td>
<td>1.67</td>
<td>0.87</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>80 2 1 2</td>
<td>2.45</td>
<td>0.88</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 4: Results of the algorithms on the instance att48 from [22]

<table>
<thead>
<tr>
<th>Instance settings</th>
<th>SDFQ18</th>
<th>DMN20</th>
<th>HACO</th>
<th>Gap</th>
<th>ε</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 2 1 1</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
</tr>
<tr>
<td>80 2 1 2</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
</tr>
<tr>
<td>80 2 1 3</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
</tr>
<tr>
<td>80 2 1 4</td>
<td>1.67</td>
<td>0.87</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>80 2 1 2</td>
<td>2.45</td>
<td>0.88</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5: Results of the algorithms on the instance berlin52 from [22]

<table>
<thead>
<tr>
<th>Instance settings</th>
<th>SDFQ18</th>
<th>DMN20</th>
<th>HACO</th>
<th>Gap</th>
<th>ε</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 2 1 1</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
<td>6386.48</td>
</tr>
<tr>
<td>80 2 1 2</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
<td>7830</td>
</tr>
<tr>
<td>80 2 1 3</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
<td>28686</td>
</tr>
<tr>
<td>80 2 1 4</td>
<td>1.67</td>
<td>0.87</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>80 2 1 2</td>
<td>2.45</td>
<td>0.88</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6: Results of the algorithms on the instance eil101 from [22]
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