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Let A and B be two elements of an assoiative algebra over C with unity I .

Let for some a1, a2, a3 ∈ C (a1 6= a2 6= a3 6= a1) there exist inverse (A− aiI)
−1
.

We introdue dependene of B on three disrete variables m1,m2,m3 ∈ Z by

means of

B(m) ≡ B(m1,m2,m3) =

(
3∏

n=1

(A− an)
mn

)
B

(
3∏

n=1

(A− an)
mn

)−1

,

and denote

B(1)(m) = B(m1 + 1,m2,m3), B(2)(m) = B(m1,m2 + 1,m3), . . . ,

Then B(m) obeys linear di�erene equation

a12
{
B(12) +B(3)

}
+ a23

{
B(23) +B(1)

}
+ a31

{
B(31) +B(2)

}
= 0

(aij = ai − aj),

that follows from ommutator identity

a12
{
(A− a1)(A− a2)B(A− a1)

−1(A− a2)
−1 + (A− a3)B(A− a3)

−1
}
+

+ yle(1, 2, 3) = 0.



Let us onsider (in�nite) matries F , G, . . ., let T denotes shift matrix Tm1,m
′
1
=

δm1,m
′
1
+1. Then any matrix an be written as F =

∑
n∈Z fnT

n
, where all fn =

diag{fn(m1)}m1∈Z are diagonal, i.e., mutually ommuting matries. We assoiate

to every matrix its symbol F̃ (m1, z) =
∑

n∈Z fn(m1)z
n
, where m1 ∈ Z, z ∈ C.

The standard produt of matries F and G in terms of their symbols takes the

form

F̃G(n1, z) =

∮

|ζ |=1

dζ

2πiζ
F̃ (n1, zζ)

∑

m1∈Z

ζn1−m1G̃(m1, z).

Symbol of the unity operator is Ĩ(n, z) = 1, and symbol of the shift operator T :

T̃ (n, z) = z. For any F :

T̃ FT−1(n1, z) = F̃ (n1 + 1, z)

In what follows we onsider set of �pseudo-matrix� operators given by their

symbols with the above omposition law. We impose ondition that symbols

are tempered distributions with respet to their variables. On the set of suh

operators one an de�ne ∂̄-di�erentiation: F → ∂̄F :

( ˜̄∂F )(n, z) =
∂F̃ (n, z)

∂z

In partiular, ∂̄T = 0.



We onsider operators A and B as operators of this kind with symbols Ã and

B̃. Dependene of the symbol of B on m1, B
(1) = (A−a1)B(A−a1)

−1
is exatly

as the one given by the similarity transformation with operator T . Thus we an

put A = T + a1, i.e., Ã(n, z) = (z + a1). Then dependene on m2,m3:

B(2) = (A− a2)B(A− a2)
−1, B(3) = (A− a3)B(A− a3)

−1

is de�ned as

B(2) = (T + a12)B(T + a12)
−1, B(3) = (T + a13)B(T + a13)

−1.

Dressing operator K with symbol K̃(n, z) is introdued as solution of the

∂-problem:

∂K = KB, lim
z→∞

K̃(n, z) = 1

under assumption of its unique solvability. Evolutions of this operator are de�ned

by means of ∂K(mj) = K(mj)B(mj)
that are ompatible by onstrution. In

partiular, K(1) = TKT−1
. Next, ∂(K(2)(T + a12)) = (K(1)(T + a12))B. Writing

K = 1 + uT−1 + . . . , z → ∞,

where u is a multipliation operator (its symbol does not depend on z) we get

K(2)(T + a12) = (T + a12 + u(2) − u(1))K.

Analogousely: K(3)(T + a13) = (T + a13 + u(3) − u(1))K.



Let us introdue:

ϕ(n, z) = K̃(n, z)zn1(z + a12)
n2(z + a13)

n3.

Then the above equations an be written in the form:

ϕ(2) = ϕ(1) +
(
u(2) − u(1) + a12

)
ϕ,

ϕ(3) = ϕ(2) +
(
u(3) − u(2) + a23

)
ϕ,

ϕ(1) = ϕ(3) +
(
u(1) − u(3) + a31

)
ϕ,

so that the Lax pair is given by any two of them. Condition of ompatibility

reads as

u(12)(u(2) − u(1) + a12) + a12u
(3) + yle = 0,

that is the Hirota di�erene equation. It gives �non-linearization� of the original

linear equation

B(12)a12 + a12B
(3) + yle = 0.



In order to write the Hirota di�erene equation in a more familiar form we

introdue

w(m) = u(m)−m1a1 −m2a2 −m3a3,

that remove all ai from the Lax pair

ϕ(2) = ϕ(1) +
(
v(2) − v(1)

)
ϕ,

ϕ(3) = ϕ(2) +
(
v(3) − v(2)

)
ϕ,

ϕ(1) = ϕ(3) +
(
v(1) − v(3)

)
ϕ,

and

v(12)(v(2) − v(1)) + yle(1, 2, 3) = 0,

while asymptoti ondition is essential: u(m) is deaying.



As we have seen evolutions of operator B are given by means of

B(1) = TBT−1, B(2) = (T +a12)B(T +a12)
−1, B(3) = (T +a13)B(T +a13)

−1.

This means that symbol of B has representation

B̃(m, z) =

∮

|ζ |=1

dζ

2πiζ
ζm1

(
zζ + a12
z + a12

)m2
(
zζ + a13
z + a13

)m3

b(ζ, z),

where b(ζ, z) is some funtion. It is natural to impose onditions

∣∣∣∣
zζ + a12
z + a12

∣∣∣∣ =
∣∣∣∣
zζ + a13
z + a13

∣∣∣∣ = 1,

that are equivalent to

z
z =

a12
a12

ζ = a13
a13

ζ. Then a12/a12 = a13/a13, so we an hoose

all aj to be real. This means that funtion b(ζ, z) has support on the surfae

ζ = z/z, i.e., representation for the symbol of B has the form

B̃(m, z) =

(
z

z

)m1
(
z + a12
z + a12

)m2
(
z + a13
z + a13

)m3

f(z),

where f(z) is an arbitrary funtion of z ∈ C.



Spae redution of the HDE. Condition B̃(m, z) is independent on some

variable leads to z
Im

= 0, that anels dependene on all other variables, beause

B̃(m, z) =

(
z

z

)m1
(
z + a12
z + a12

)m2
(
z + a13
z + a13

)m3

f(z).

Nontrivial redution is, say, B(2) = B(−1)
, that gives two onditions: either

z
Im

= 0, or z
Re

= −a1 (a2 = −a1). Thus

B̃(m, z) = a(z
Re

)δ(z
Im

) +

(
a1 + iz

Im

a1 − iz
Im

)m1−m2
(
a3 + iz

Im

a3 − iz
Im

)m3

b(z
Im

)δ(z
Re

+ a1)

Introduing λ = z+a1 and w(m1,m3) = u(m1,m3)−m1a1−m3a3 we an write

Lax pair

(λ− a1)ϕ
(−1)−(λ + a1)ϕ

(1) = (w(−1) − w(1))ϕ,

ϕ(3) = (λ + a1)ϕ
(1)+(w(3) − w(1))ϕ,

and equation (w(1,3) − w)(w(3) − w(1)) = (w(−1,3) − w)(w(3) − w(−1)), or

(w(3) − w(−1))(1)

w(3) − w(−1)
=

(w(3) − w(1))(−1)

w(3) − w(1)



Higher Hirota di�erene equation.

Let us introdue evolutions of operator B by means of

B(1) = (A− a1)B(A− a1)
−1, B(2) = (A− a2)B(A− a2)

−1,

B(3) = (A2 − a23)B(A2 − a23)
−1

Let ∆iB = B(i) − B. Then we have identity

[
(∆1a1 −∆2a2)

2 − a23(∆1 −∆2)
2
]
∆3B = a12∆1∆2

(
a12∆1∆2 + 2∆1a1 −∆2a2

)
B

The dressing operator K is de�ned as above: ∂K = KB, limz→∞ K̃(m, z) = 1,

as well as shifts with respet to m1 and m2:

K(2)(T + a12) = K(1)T + (u(2) − u(1) + a12)K, (1)

For the shift with respet to m3 we have ∂̄
(
K(3)[(T + a1)

2 − a23]
)
= K(3)[(T +

a1)
2 − a23]B, so that K(3)[(T + a1)

2 − a23] = [T 2 +XT + Y ]K, where X and Y

are multipliation operators. In order to derive them we need the seond order

term of expansion

K = 1 + uT−1 + vT−2 + . . . , z → ∞,

and by (1)

v(2) − v(1) = (u(2) − u(1) + a12)u− a12u
(2)



In this way we get Lax pair:

ϕ(2) = ϕ(1)+(u(2) − u(1))ϕ

ϕ(3) = ϕ(1,2)+(u(3) − u(1,2))
ϕ(1)+ϕ(2)

2
+

+
[
v(3) − v(1,2) −

1

2
(u(1) + u(2))(u(3) − u(1,2))

]
ϕ

and equation:

(v(1) + v(2) − 2v)(3) − (v(1) + v(2) − 2v)(1,2) + (u(1) + u(2))(u(3) − u(1,2))−

− u(1,2)
[
(u(1) + u(2))(3) − (u(1) + u(2))(1,2)

]
= 0

v(2) − v(1) = (u(2) − u(1))u,

where we performed substitution

u(n) → u(n) + a1n1 + a2n2

v(n) → v(n) + . . . ∼
1

2
(a1n1 + a2n2)

2 − n3a
2
3, |n| → ∞.



This system also admits (1+1)-dimensional redution u(2) = u(−1)
, . . .

(v1 + v−1)3 + (u1 + u−1)u3 − (u1 + u−1)3u = 0

v1 − v−1 = (u1 − u−1)u,

where

v1 = v(1) − v, v−1 = v(−1) − v, u3 = u(3) − u, . . .

But it also admits redution u(3) = u:

(u(1) + u(2))(u(1,2) − u)− u(1,2)
[
(u(1) + u(2))(1,2) − (u(1) + u(2))

]
+

+ (v(1) + v(2) − 2v)(1,2) − (v(1) + v(2) − 2v) = 0

v(2) − v(1) = (u(2) − u(1))u,



Limiting ases. Evolutions

B(1) = (A− a1)B(A− a1)
−1, B(2) = (A− a2)B(A− a2)

−1,

B(3) = (A2 − a23)B(A2 − a23)
−1

beome ill-de�ned or singular only if ak → ∞ for some k, or if a1 = a2, or a
2
3 = a21,

a23 = a22. These limiting values must be onsidered speially. Say, in tthe limit

a3 → ∞: a23(B
(3) − B) → −[A2, B]. Let us introdue ontinuous variable t3:

Bt3 = [A2, B] ≡ [(T+a1)
2, B]. Then ∂̄-problem forK gives ∂̄

(
Kt3+K(T+a1)

2
)
=(

Kt3 +K(T + a1)
2
)
B. Like above we derive Lax pair:

ϕ(2) = ϕ(1)+(u(2) − u(1))ϕ

ϕt3
= ϕ(1,2)+(u− u(1,2))

ϕ(1)+ϕ(2)

2
+

+
[
v − v(1,2) −

1

2
(u(1) + u(2))(u− u(1,2))

]
ϕ

and nonlinear equation

∂

∂t3
ln(u(2) − u(1))2 = v(1) + v(2) − 2v − (v(1) + v(2) − 2v)(1,2) + u(u(1) + u(2))−

− u(1,2)
[
2(u(1) + u(2))− (u(1) + u(2))(1,2)

]

v(2) − v(1) = (u(2) − u(1))u.



Limit a2 → a1. Here B
(2) = B(1)+a12[T

−1, B(1)]+o(a12), so we an introdue

another ontinuous variable t2: Bt2 = [T−1, B]. Then ∂̄(Kt2T + K) = (Kt2T +

K)B(−1)
and in the same way as before we get Lax pair:

ϕt2
= (1 + ut2)ϕ

(−1)

ϕt3
= ϕ(1,1)+(u− u(1,1))ϕ(1)+

(
v − v(1,1) + (u(1,1) − u)u(1)

)
ϕ,

where v is the seond oe�ient of deomposition K = 1 + uT−1 + vT−2 + . . ..

The ompatibility ondition is the seond equation in Toda hierarhy:

∂t3 ln(1 + ut2) = v(−1) − v − (u(1) − u(−1))u + (u(1,1) − u)u(1)

vt2 = −u + (1 + ut2)u
(−1),

or

∂t3 ln(1 + ut2) =
(
v − (u(1,1) − u)u(1)

)(−1)
−
(
v − (u(1,1) − u)u(1)

)
,

vt2 = −u + (1 + ut2)u
(−1).



We get another hain if instead of a2 → a1 we onsider limit a2 → ∞. In this

ase B(2) = B − a−1
2 [A,B] + . . .. Let now Bt2 = [A,B], while as above

B(1) = (A− a1)B(A− a1)
−1, Bt3 = [A2, B]

Suh operator obeys equation

(B(1) − B)t3 = B
(1)
t2t2

+Bt2t2

Then we derive Lax pair:

ϕt2
= ϕ(1)−(u(1) − u)ϕ,

ϕt3
= ϕ(1,1)−(u(1,1) − u)ϕ(1)+{−u

(1)
t2

− ut2 + (u(1) − u)2}ϕ .

and equation:

(u(1) − u)t3 = {u
(1)
t2

+ ut2 − (u(1) − u)2}t2



This hain also admits (1+1)-dimensional redution Bt3 = 0. Then Lax pair

reads as

ϕ(1,1)−(u(1,1) − u)ϕ(1)+{−u
(1)
t2

− ut2 + (u(1) − u)2}ϕ = z2 ϕ,

ϕt2
= ϕ(1)−(u(1) − u)ϕ,

and

(u(1) + u)t2 = (u(1) − u)2.


