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Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

Sparse stohasti matrix fatorization under KL-loss

Given a matrix Z = ‖zij‖n×m, (i , j) ∈ Ω ⊆ {1..n} × {1..m}

Find matries X = ‖xit‖n×k and Y = ‖ytj‖k×m suh that

∥
∥Z − XY

∥
∥
Ω,d

=
∑

(i ,j)∈Ω

d
(

zij ,
∑

t

xitytj

)

→ min
X ,Y

Variants of the problem:

• quadrati loss: d(z , ẑ) = (z − ẑ)2

• Kullbak�Leibler loss: d(z , ẑ) = z ln(z/ẑ)− z + ẑ

• nonnegative matrix fatorization: xit>0, ytj >0
• stohasti matrix fatorization: xit>0, ytj >0,

∑

i

xit=1,
∑

t

ytj =1

• sparse input data: |Ω| ≪ nm

• sparse output fatorization X , Y
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ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

Probabilisti Topi Model (PTM) generating a text olletion

Topi model explains terms w in douments d by topis t:

p(w |d) =
∑

t

p(w |t)p(t|d)

Matrix fatorization:

(
p(w |d)

)

W×D
= ΦΘ, where:

Φ =
(
φwt

)

W×T
� term distributions of topis, φwt=p(w |t),

Θ =
(
θtd

)

T×D
� topi distributions of douments, θtd =p(t|d).
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Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

Inverse problem: text olletion → PTM

Given: D is a set (olletion) of douments

W is a set (voabulary) of terms

ndw = how many times term w appears in doument d

Find: parameters φwt=p(w |t), θtd =p(t|d) of the topi model

p(w |d) =
∑

t

φwtθtd .

The problem of log-likelihood maximization under onstraints:

L (Φ,Θ) =
∑

d,w

ndw ln
∑

t

φwtθtd → max
Φ,Θ

,

φwt > 0,
∑

w∈W

φwt = 1; θtd > 0,
∑

t∈T

θtd = 1.

Hofmann T. Probabilisti Latent Semanti Indexing. ACM SIGIR, 1999.
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Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

EM-algorithm for likelihood maximization [Hofmann, 1999℄

From KKT onditions for the onstrained maximization problem

Theorem

Maximum of L (Φ,Θ) satis�es the system of equations with model

parameters φwt , θtd and auxiliary variables ptdw , nwt , ntd :

E-step:

M-step:







ptdw ≡ p(t|d ,w) =
φwtθtd

∑

t′ φwt′θt′d
;

φwt =
nwt

∑

w ′ nw ′t

; nwt =
∑

d∈D

ndwptdw ;

θtd =
ntd

∑

t′ nt′d
; ntd =

∑

w∈d

ndwptdw ;

EM-algorithm alternates E-step and M-step until onvergene.

EM-algorithm is equivalent to a simple iteration method.
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Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

LDA � Latent Dirihlet Alloation [Blei, 2003℄

Assumption. Column vetors φt = (φwt)w∈W and θd = (θtd )t∈T
are generated from Dirihlet distributions, α ∈ R

|T |
, β ∈ R

|W |
:

Dir(φt |β) =
Γ(β0)

∏

w

Γ(βw )

∏

w

φβw−1
wt , β0 =

∑

w

βw , βt > 0;

Dir(θd |α) =
Γ(α0)

∏

t

Γ(αt)

∏

t

θαt−1
td , α0 =

∑

t

αt , αt > 0;

Example:

Dir(θ|α)
|T | = 3
θ, α ∈ R

3
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Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

The main di�erene between LDA and PLSA

The estimates of onditionals φwt ≡ p(w |t), θtd ≡ p(t|d):

in PLSA � unbiased maximum likelihood estimates:

φwt =
nwt

nt
, θtd =

ntd

nd

in LDA � smoothed Bayesian estimates:

φwt =
nwt + βw
nt + β0

, θtd =
ntd + αt

nd + α0
.

The di�erene is signi�ant for small nwt , ntd only.

Robust LDA and robust PLSA produe almost idential models.

Asunion A., Welling M., Smyth P., Teh Y. W. On smoothing and inferene for

topi models. Int'l Conf. on Unertainty in Arti�ial Intelligene, 2009.

Potapenko A. A., Vorontsov K. V. Robust PLSA Performs Better Than LDA.

ECIR-2013, Mosow, Russia, 24-27 Marh 2013. LNCS, Springer. Pp. 784�787.
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Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Approximate stohasti matrix fatorization

Basi topi models PLSA and LDA

Topi Modeling as an ill-posed inverse problem

Topi Modeling as an ill-posed inverse problem

The nonuniqueness and instability of matrix fatorization:

ΦΘ = (ΦS)(S−1Θ) = Φ′Θ′
for all S suh that Φ′,Θ′

are stohasti.

Experiment: reovering known Φ,Θ on syntheti dataset,

|D| = 500, |W | = 1000, |T | = 30.

Result: produt ΦΘ is always reovered well, however

matrix Φ and matrix Θ are reovered if being highly sparse only:

PLSA LDA PLSA LDA
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Conlusions: Dirihlet prior is too weak as a regularizer;

more regularization is needed to ensure a stable solution.
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ARTM: Additive Regularization of Topi Models

Appliations

Additive regularization and modalities

Regularization examples

BigARTM open soure projet

Additive Regularization for Topi Modeling (ARTM)

Additional regularization riteria Ri(Φ,Θ) → max, i = 1, . . . , n.

The problem of regularized log-likelihood maximization under

non-negativeness and normalization onstraints:

∑

d,w

ndw ln
∑

t∈T

φwtθtd

︸ ︷︷ ︸

log-likelihood L (Φ,Θ)

+

n∑

i=1

τiRi(Φ,Θ)

︸ ︷︷ ︸

R(Φ,Θ)

→ max
Φ,Θ

,

φwt > 0;
∑

w∈W

φwt = 1; θtd > 0;
∑

t∈T

θtd = 1

where τi > 0 are regularization oe�ients.

PLSA: R(Φ,Θ) = 0

LDA: R(Φ,Θ) =
∑

t,w

βw lnφwt +
∑

d,t

αt ln θtd
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ARTM: Additive Regularization of Topi Models

Appliations

Additive regularization and modalities

Regularization examples

BigARTM open soure projet

Multimodal Probabilisti Topi Modeling

Given a text doument olletion Probabilisti Topi Model �nds:

p(t|d) � topi distribution for eah doument d ,

p(w |t) � term distribution for eah topi t.

Topics of documents

Words and keyphrases of topics

doc1:

doc2:

doc3:

doc4:

...

Text documents

Topic
Modeling

D
o
c
u
m
e
n
t
s

T
o
p
i
c
s
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Regularization examples

BigARTM open soure projet

Multimodal Probabilisti Topi Modeling

Multimodal Topi Model �nds topial distributions

p(t|author), p(t|time), p(t|ategory), p(t|tag), p(t|link),
p(t|objet-on-image), p(t|advertising-banner), p(t|users), et.
and binds all these modalities into a single topi model.

Topics of documents

Words and keyphrases of topics

doc1:

doc2:

doc3:

doc4:

...

Text documents

Topic
Modeling

D
o
c
u
m
e
n
t
s

T
o
p
i
c
s

Metadata:

Authors
Data Time
Conference
Organization
URL
etc.

Ads Images Links

Users

Konstantin Vorontsov (voron�foresys.ru) Ill-posed matrix fatorizations in text analysis 12 / 28



Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Additive regularization and modalities

Regularization examples

BigARTM open soure projet

Multimodal ARTM: ombining multimodality and regularization

M is the set of modalities

Wm
is a voabulary of tokens of m-th modality, m ∈ M

W = W 1 ⊔ · · · ⊔WM
is a joint voabulary of all modalities

The problem of multimodal regularized log-likelihood

maximization under non-negativeness and normalization onstraints:

∑

m∈M

λm

∑

d∈D

∑

w∈Wm

ndw ln
∑

t∈T

φwtθtd

︸ ︷︷ ︸

modality log-likelihood Lm(Φ,Θ)

+
n∑

i=1

τiRi(Φ,Θ)

︸ ︷︷ ︸

R(Φ,Θ)

→ max
Φ,Θ

,

φwt > 0,
∑

w∈Wm

φwt = 1, m ∈ M; θtd > 0,
∑

t∈T

θtd = 1.

where λm > 0, τi > 0 are regularization oe�ients.
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Appliations

Additive regularization and modalities

Regularization examples

BigARTM open soure projet

EM-algorithm for multimodal ARTM

EM-algorithm is a simple-iteration method for a system of equations

Theorem. The loal maximum (Φ,Θ) satis�es the following

system of equations with auxiliary variables ptdw = p(t|d ,w):

ptdw = norm
t∈T

(
φwtθtd

)
;

φwt = norm
w∈Wm

(

nwt + φwt
∂R

∂φwt

)

; nwt =
∑

d∈D

λm(w)ndwptdw ;

θtd = norm
t∈T

(

ntd + θtd
∂R

∂θtd

)

; ntd =
∑

w∈d

λm(w)ndwptdw ;

where norm
t∈T

xt =
max{xt ,0}∑

s∈T

max{xs ,0}
is nonnegative normalization;

m(w) is the modality of the term w , so that w ∈ Wm(w)
.
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ARTM: Additive Regularization of Topi Models

Appliations

Additive regularization and modalities

Regularization examples

BigARTM open soure projet

Assumptions: what topis would be well-interpretable?

Topis S ⊂ T ontain domain-spei� terms

p(w |t), t ∈ S are sparse and di�erent (weakly orrelated)

Topis B ⊂ T ontain bakground terms

p(w |t), t ∈ B are dense and ontain ommon lexis words

ΦW×T ΘT×D
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Appliations

Additive regularization and modalities

Regularization examples

BigARTM open soure projet

Smoothing regularization (rethinking LDA)

The non-sparsity assumption for bakground topis t ∈ B :

φwt are similar to a given distribution βw ;
θtd are similar to a given distribution αt .

∑

t∈B

KLw (βw‖φwt) → min
Φ

;
∑

d∈D

KLt(αt‖θtd ) → min
Θ

.

We minimize the sum of these KL-divergenes to get a regularizer:

R(Φ,Θ) = β0
∑

t∈B

∑

w∈W

βw lnφwt + α0

∑

d∈D

∑

t∈B

αt ln θtd → max .

The regularized M-step applied for all t ∈ B oinides with LDA:

φwt ∝ nwt + β0βw , θtd ∝ ntd + α0αt ,

whih is new non-Bayesian interpretation of LDA [Blei 2003℄.
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Sparsing regularizer (further rethinking LDA)

The sparsity assumption for domain-spei� topis t ∈ S :

distributions φwt , θtd ontain many zero probabilities.

We maximize the sum of KL-divergenes KL(β‖φt) and KL(α‖θd ):

R(Φ,Θ) = −β0
∑

t∈S

∑

w∈W

βw lnφwt − α0

∑

d∈D

∑

t∈S

αt ln θtd → max .

The regularized M-step gives �anti-LDA�, for all t ∈ S :

φwt ∝
(
nwt − β0βw

)

+
, θtd ∝

(
ntd − α0αt

)

+
.

Varadarajan J., Emonet R., Odobez J.-M. A sparsity onstraint for topi

models � appliation to temporal ativity mining // NIPS-2010 Workshop on

Pratial Appliations of Sparse Modeling: Open Issues and New Diretions.
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Regularization for topis deorrelation

The dissimilarity assumption for domain-spei� topis t ∈ S :

if topis are interpretable then they must di�er signi�antly.

We maximize ovarianes between olumn vetors φt :

R(Φ) = −
τ

2

∑

t∈S

∑

s∈S\t

∑

w∈W

φwtφws → max .

The regularized M-step makes olumns of Φ more distant:

φwt ∝
(

nwt − τφwt

∑

s∈S\t

φws

)

+
.

Tan Y., Ou Z. Topi-weak-orrelated latent Dirihlet alloation // 7th Int'l

Symp. Chinese Spoken Language Proessing (ISCSLP), 2010. � Pp. 224�228.
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Regularization for topi seletion

Let us maximize KL-divergene: KL
(

1
|T |

∥
∥ p(t)

)
→ max

to make distribution over topis p(t) sparse:

R(Θ) = −τn
∑

t∈S

1

|T |
ln

∑

d∈D

p(d)θtd

︸ ︷︷ ︸

p(t)

→ max .

The regularized M-step formula results in Θ row sparsing:

θtd = norm
t∈T

(

ntd

(

1− τ
n

nt |T |

))

.

The row sparsing e�et:

if nt < τ n
|T | then all values in the t-th row turn into zeros.
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ARTM: available regularizers

topi smoothing (⇔ Latent Dirihlet Alloation)

topi sparsing

topi deorrelation

topi seletion via entropy sparsing

topi oherene maximization

supervised learning for lassi�ation and regression

semi-supervised learning

using douments itation and links

modeling temporal topi dynamis

using voabularies in multilingual topi models

et.

Vorontsov K. V., Potapenko A. A. Additive Regularization of Topi Models.

Mahine Learning Journal. Springer, 2015.
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BigARTM projet

BigARTM features:

Parallel + Online + Multimodal + Regularized Topi Modeling

Out-of-ore proessing of Big Data

Built-in library of regularizers and quality measures

BigARTM ommunity:

Open-soure https://github.om/bigartm

(disussion group, issue traker, pull requests)

Doumentation http://bigartm.org

BigARTM liense and programming environment:

Freely available for ommerial usage (BSD 3-Clause liense)

Cross-platform � Windows, Linux, Ma OS X (32 bit, 64 bit)

Programming APIs: ommand-line, C++, and Python
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BigARTM open soure projet

BigARTM vs Gensim vs Vowpal Wabbit

3.7M artiles from Wikipedia, 100K unique words

pros train inferene perplexity

BigARTM 1 35 min 72 se 4000

Gensim.LdaModel 1 369 min 395 se 4161

VowpalWabbit.LDA 1 73 min 120 se 4108

BigARTM 4 9 min 20 se 4061

Gensim.LdaMultiore 4 60 min 222 se 4111

BigARTM 8 4.5 min 14 se 4304

Gensim.LdaMultiore 8 57 min 224 se 4455

pros = number of parallel threads

inferene = time to infer θd for 100K held-out douments

perplexity is alulated on held-out douments.
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Appliations of ARTM and BigARTM

Exploratory Searh for learning, knowledge aquisition and disovery

what if the user doesn't know whih keywords to use?

what if the user isn't looking for a single answer?

Gary Marhionini. Exploratory Searh: from �nding to understanding.

Communiations of the ACM. 2006, 49(4), p. 41�46.
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Appliations of ARTM and BigARTM

From lose reading to distant reading

Information Seeking Mantra [B.Shneiderman, 1996℄

¾Overview �rst, zoom and �lter, details on demand¿

Distant reading [Frano Moretti, 2005℄

¾Distant reading is not an obstale but a spei� form of

knowledge: fewer elements, hene a sharper sense of their overall

interonnetion. Shapes, relations, strutures. Forms. Models.¿

B.Shneiderman. The Eyes Have It: A Task by Data Type Taxonomy for

Information Visualizations. Visual Languages, 1996.

F.Moretti. Graphs, Maps, Trees: Abstrat Models for a Literary History. 2005.

S.Janike, G.Franzini, M.F.Cheema, G.Sheuermann. On Close and Distant

Reading in Digital Humanities: A Survey and Future Challenges. EuroVis, 2015.
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Exploratory searh and distant reading

Maps of siene

Appliations of ARTM and BigARTM

Example #1: the map of siene

http://onlinelibrary.wiley.om/browse/subjets

Konstantin Vorontsov (voron�foresys.ru) Ill-posed matrix fatorizations in text analysis 25 / 28



Probabilisti Topi Modeling

ARTM: Additive Regularization of Topi Models

Appliations

Exploratory searh and distant reading

Maps of siene

Appliations of ARTM and BigARTM

Example #2: the map of siene

http://simaps.org
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Maps of siene

Appliations of ARTM and BigARTM

Example #3: hand-made time�topis map of Complexity Theory

http://www.theoryulturesoiety.org/brian-astellani-on-the-omplexity-sienes
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Appliations of ARTM and BigARTM

Challenge for Topi Modeling oming from exploratory searh

How to build maps of siene fully automatially?

→

ARTM makes the model temporal, hierarhial, multimodal,

multilanguage, multigram, well-interpretable at one

BigARTM helps to learn suh model e�etively from millions

of douments
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