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Abstract

Maximum mean discrepancy and Hilbert-Schmidt independence criterion are among the most popular and successful techniques in machine learning to measure the difference and the independence of random variables, respectively. Their computational complexity is however rather restrictive, quadratic in the number of samples. In order to mitigate this serious computational bottleneck, I am going to present 3 linear-time kernel-based alternatives with illustrations in hypothesis testing. The power of the new linear-time methods is demonstrated in natural language processing (distinguishing articles from two categories), computer vision (differentiating positive and negative emotions), dependency testing of media annotations (song - year of release, video - caption) and criminal data analysis.

Code:

- Information Theoretical Estimators toolbox: [https://bitbucket.org/szzoli/ite-in-python/](https://bitbucket.org/szzoli/ite-in-python/)
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